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Abstract. In this paper we investigate the relationship between Multi-Context Systems and Hybrid MKNF Knowledge Bases. Multi-Context Systems provide an effective and modular way to integrate knowledge from different heterogeneous sources (contexts) through so-called bridge rules. Hybrid MKNF Knowledge Bases, based on the logic of minimal knowledge and negation as failure (MKNF), allow for a seamless combination of description logic ontology languages with non-monotonic logic programming rules. In this paper, we not only show that Hybrid MKNF Knowledge Bases can be used as particular contexts in Multi-Context Systems, but we also provide transformations from the former into the latter, without the need for an explicit Hybrid MKNF context, hence providing a way for agents to reason with Hybrid MKNF Knowledge Bases within Multi-Context Systems without the need for specialized Hybrid MKNF reasoners.

1 Introduction

In \textit{Open Multi-Agent Systems}, interaction and cooperation is increasingly being governed by institutions that regulate agents’ behaviour and promote desirable properties. In such systems, it is crucial for agents and institutions to make sense of knowledge obtained from different sources, not only to increase the chance of individually making the right choice, but also to potentiate the chance of agreement in negotiations.

These sources of knowledge include the increasing number of available ontologies and rule sets, to a large extent developed within initiatives such as Semantic Web and Linked Open Data, as well as the norms and policies published by the institutions, the information communicated by other agents, to name only a few. With such diverse sources of knowledge to deal with, agent developers have turned their attention to Multi-Context Systems (MCS) \cite{7,8,4,5,16,17}. Within MCSs, knowledge is modularly composed of contexts, each of which possibly encapsulating a source of knowledge of a different type, while bridge rules provide effective means for integration \cite{12,11}. With the equilibria semantics of Brewka and Eiter \cite{6}, MCSs provide an effective and modular way to integrate knowledge from different heterogeneous sources, for example, different ontologies written in some Description Logic based ontology language, such as OWL, a rule set written in Answer-Set Programming representing some business policies, or some facts written in propositional logic representing the agent’s model of some other agent, to name only a few. MCSs are simple enough to allow this heterogeneous knowledge to be bridged and integrated, while keeping their distinct provenance.
For example, consider an open multi-agent system in which agents participate in online trading. In such a system, an agent may need to represent knowledge and reason about an ontology of products that can be purchased, models of the other existing agents (e.g. their perceived intentions based on communicated information and observed behaviour), its own business policies as well as those of the system in which it is integrated, together with existing norms. Such a system can be modelled as MCS, as depicted in Fig. 1. In such an MCS, ontologies can be modelled with DL contexts, the business policies and norms could be modelled with rule-based contexts, e.g., using logic programs, and other agents with separate contexts using propositional facts or additional rules in a more complex case. To propagate logical consequences across contexts, contexts are connected with bridge rules, illustrated by arrows in Fig. 1.

Recently, it has been shown in [2,1] that realistic norms and policies that mimic the real world require a more complex knowledge representation formalism, such as Hybrid MKNF [15] – based on the Logic of Minimal Knowledge and Negation as Failure (MKNF) [14] – that tightly combines Logic Programming (LP) and Description Logic (DL). In such scenarios, the Closed-World Assumption provided by LP rules is used e.g. to deal with defeasible knowledge, such as exceptions, while the Open-World Assumption provided by DL axioms is employed e.g. to deal with ontological knowledge and features such as reasoning with unknown individuals.

If norms and policies are to be published in such a language, it is crucial to relate them to MCSs, so that agent’s imbued with the ability to deal with MCSs can also reason with them.

To this purpose, in this technical paper we investigate the relationship between MCSs and Hybrid MKNF. Taking the two-valued semantics of Hybrid MKNF [15], which is based on the Stable Model Semantics [9], we provide transformations from Hybrid MKNF into MCSs without the need for an explicit Hybrid MKNF context. This provides a way for agents to reason with Knowledge Bases written in Hybrid MKNF within MCSs, with additional contexts and bridge rules, without the need for specialized Hybrid MKNF reasoners.

The main contributions of this paper are three distinct ways to deal with MKNF Knowledge bases within MCSs, namely by:

---

**Fig. 1.** Schematic depiction of a MCS representing agent’s view of the system.
using Hybrid MKNF in the form of an MKNF context, which can then be bridged to other contexts;

- translating each Hybrid MKNF context into a First-Order context together with additional non-monotonic bridge rules;
- translating each Hybrid MKNF context into two contexts, a DL context and a fact base context, together with non-monotonic bridge rules.

The remainder of this paper is structured as follows: in Sect. 2, we review Description Logics, Logic Programs, Multi-Context Systems, and MKNF Knowledge Bases. In Sect. 3, we introduce MKNF contexts, present the two transformations into other kinds of contexts, and illustrate their use with fragments of the running example. We conclude in Sect. 4 and point to future directions.

2 Preliminaries

2.1 Description Logics

We first briefly summarise the syntax and semantics of standard function-free first-order logic with equality which forms the basis for representing both ontological and rule-based knowledge.

We assume the standard syntax of first-order atoms, formulas and sentences, defined inductively over disjoint sets of constant and predicate symbols \( \text{C} \) and \( \text{P} \). A first-order formula is ground if it contains no variables. The set of all first-order sentences is denoted by \( \Phi \). A first-order theory is a set of first-order sentences.

The satisfaction of a first-order sentence \( \phi \) in a standard first-order interpretation \( I \) is denoted by \( I \models \phi \); we also say that \( I \) is a model of \( \phi \) if \( I \models \phi \).

Description Logics (DLs) \cite{3} are fragments of first-order logic whose reasoning tasks are usually decidable. Throughout the paper we assume that some first-order fragment is used to describe an ontology, i.e. to specify a shared conceptualisation of a domain of interest. Unless stated otherwise, we do not constrain ourselves to a specific DL for representing ontologies. The only assumption taken in the theoretical developments is that the ontology language is a syntactic variant of a fragment of first-order logic, covering also cases when this fragment would normally not be considered a DL. We assume that for any ontology axiom \( \phi \) and ontology \( \mathcal{O} \), \( \kappa(\phi) \) and \( \kappa(\mathcal{O}) \) denote a first-order sentence that semantically correspond to \( \phi \) and \( \mathcal{O} \), respectively. Such translations are known for most DLs \cite{3}. Given a first-order sentence \( \phi \), we say that an ontology \( \mathcal{O} \) entails \( \phi \), denoted by \( \mathcal{O} \models \phi \), if and only if every first-order model of \( \kappa(\mathcal{O}) \) is also a first-order model of \( \phi \).

2.2 Logic Programs

Like Description Logics, Logic Programming has its roots in classical first-order logic. However, logic programs diverge from first-order semantics by adopting the Closed World Assumption and allowing for non-monotonic inferences. In what follows, we introduce the syntax of extended normal logic programs and define the stable models \cite{9} for such programs.
Syntactically, logic programs are built from *atoms* consisting of first-order atoms without equality. An *objective literal* is an atom $p$ or its (strong) negation $\neg p$. We denote the set of all objective literals by $L$ and the set of ground objective literals by $L_G$. A *default literal* is an objective literal preceded by $\sim$ denoting *default negation*. A *literal* is either an objective literal or a default literal. Given a set of literals $S$, we introduce the following notation: $S^+ = \{ l \in L \mid l \in S \}$, $S^- = \{ l \in L \mid \sim l \in S \}$, $\sim S = \{ \sim l \mid l \in S \}$.

A rule is a pair $\pi = (H(\pi), B(\pi))$ where $H(\pi)$ is an objective literal, referred to as head of $\pi$ and $B(\pi)$ is a set of literals, referred to as body of $\pi$. Usually, for convenience, we write $\pi$ as $(H(\pi) \leftarrow B(\pi)^+, \sim B(\pi)^-)$. We also say that $B(\pi)^+$ is the positive body of $\pi$ and $B(\pi)^-$ the negative body of $\pi$. A rule is called *ground* if it does not contain variables and *definite* if it does not contain any default literal. The *grounding* of a rule $\pi$ is the set of rules $\text{gr}(\pi)$ obtained by replacing in $\pi$ all variables with constant symbols from $C$ in all possible ways. A *program* is a set of rules. A program is *ground* if all its rules are ground; *definite* if all its rules are definite. The grounding of a program $P$ is defined as $\text{gr}(P) = \bigcup_{\pi \in P} \text{gr}(\pi)$.

The stable models of a program are determined by considering its first-order models in which all constant symbols are interpreted by themselves, and every ground atom $p$ is interpreted separately of (though still consistently with) its strong negation $\neg p$. An interpretation thus corresponds to a subset of $L_G$ that does not contain both $p$ and $\neg p$ for any ground atom $p$ and *models of programs* are determined by treating rules as classical implications. A stable model is then a model of the program that can be fully derived using rules of the program assuming that literals not present in it are false by default.\(^3\)

**Definition 1 (Stable Model).** Let $P$ be a ground program. An interpretation $J$ is a stable model of $P$ if and only if $J$ is a subset-minimal model of the reduct of $P$ relative to $J$: $P^J = \{ H(\pi) \leftarrow B(\pi)^+, \mid \pi \in P \wedge J \models \sim B(\pi)^- \}$.

The stable models of a non-ground program $P$ are the stable models of $\text{gr}(P)$. The set of all stable models of a program $P$ is denoted by $\{P\}_{\text{sm}}$.

### 2.3 Multi-Context Systems

**Syntax of Multi-Context Systems** Following [6], a multi-context system consists of a collection of components, each of which contains knowledge represented in some logic. Abstractly, a *logic* is a triple $L = (KB, BS, ACC)$ where $KB$ is the set of well-formed knowledge bases of $L$, $BS$ is the set of possible belief sets and $ACC : KB \rightarrow 2^{BS}$ is a function describing the semantics of $L$ by assigning to each knowledge base a set of acceptable belief sets.

In addition to the knowledge base in each component, *bridge rules* are used to interconnect the components, specifying what knowledge to assert in one component given certain beliefs held in the other components. Formally, for a collection of logics $L = \langle L_1, \ldots, L_n \rangle$, an $L_i$-bridge rule $\sigma$ over $L$, $1 \leq i \leq n$, is of the form $(H(\sigma) \leftarrow B(\sigma)), \text{ where } B(\sigma)$ is a set of *bridge literals* of the forms $(r : p)$ and

\(^3\) Note that, unlike in [10], we do not allow a program without a model to have a stable model.

\(^4\) We assume that each element of $KB$ and $BS$ is a set.
Grounded Equilibria

Given an MCS $M = \langle C_1, \ldots, C_n \rangle$ where $C_i = (L_i, kb_i, br_i)$, $L_i = (KB_i, BS_i, ACC_i)$ is a logic, $kb_i \in KB_i$ a knowledge base, and $br_i$ is a set of $L_i$-bridge rules over $\langle L_1, \ldots, L_n \rangle$.

In the following we present the grounded equilibria semantics [6], which is motivated by the stable models semantics for logic programs.

---

**Grounded Equilibria**

Given an MCS $M = \langle C_1, \ldots, C_n \rangle$, a belief state of $M$ is a sequence $S = \langle S_1, \ldots, S_n \rangle$ such that each $S_i$ is an element of $BS_i$. For every bridge literal $(r : p)$ we write $S \models (r : p)$ if $p \in S_i$, and $S \models \text{not} (r : p)$ if $p \notin S_i$; for a set of bridge literals $S$, $S \models L$ if $S \models L$ for every $L \in S$.

A belief state $S = \langle S_1, \ldots, S_n \rangle$ of $M$ is an equilibrium if, for all $i$ with $1 \leq i \leq n$, the following condition holds:

$$S_i \in \text{ACC}_i(kb_i \cup \{ H(\sigma) \mid \sigma \in br_i \land S \models B(\sigma) \}).$$

We say that an equilibrium $S$ is minimal if there is no equilibrium $S' = \langle S'_1, \ldots, S'_n \rangle$ such that $S'_i \subseteq S_i$ for all $i$ with $1 \leq i \leq n$ and $S'_j \subseteq S_j$ for some $j$ with $1 \leq j \leq n$.

Now we formalise the conditions under which the minimal equilibrium is unique, in which case we assign it as the grounded equilibrium of the MCS. This can be guaranteed if the contexts can be reduced, using a reduction function, to monotonic ones. Formally, a logic $L = (KB, BS, ACC)$ is monotonic if

1. $ACC(kb)$ is a singleton set for each $kb \in KB$, and
2. $S \subseteq S'$ whenever $kb \subseteq kb'$, $ACC(kb) = \{ S \}$ and $ACC(kb') = \{ S' \}$.

Furthermore, $L = (KB, BS, ACC)$ is reducible if

1. there is $KB^* \subseteq KB$ such that the restriction of $L$ to $KB^*$ is monotonic,
2. there is a reduction function $red : KB \times BS \to KB^*$ such that for each $kb \in KB$ and $S, S' \in BS$:
   - $red(kb, S) = kb$ whenever $kb \in KB^*$,
   - $red$ is antimonotone in the second argument, that is $red(kb, S) \subseteq red(kb, S')$ whenever $S' \subseteq S$, and
   - $S \in ACC(kb)$ if and only if $ACC(red(kb, S)) = \{ S \}$.

A context $C = (L, kb, br)$ is reducible if its logic $L$ is reducible and, for all $H \subseteq \{ H(\sigma) \mid \sigma \in br \}$ and all belief sets $S$, $red(kb \cup H, S) = red(kb, S) \cup H$.

An MCS is reducible if all of its contexts are. Note that a context is reducible whenever its logic $L$ is monotonic. In this case $KB^*$ coincides with $KB$ and $red$ is identity with respect to the first argument. A reducible MCS $M = \langle C_1, \ldots, C_n \rangle$ is definite if

1. none of the bridge rules in any context contains not,
2. for all $i$ and all $S \in BS_i$, $kb_i = red_i(kb_i, S)$. 

---

\( \text{not} (r : p) \) where \( 1 \leq r \leq n \) and \( p \) is an element of some belief set of \( L_r \), and for each \( kb \in KB_i : kb \cup \{ H(\sigma) \} \in KB_i \).

Thus, putting these concepts together, a multi-context system (MCS) is a collection of contexts $M = \{ C_1, \ldots, C_n \}$ where $C_i = (L_i, kb_i, br_i)$, $L_i = (KB_i, BS_i, ACC_i)$ is a logic, $kb_i \in KB_i$ a knowledge base, and $br_i$ is a set of $L_i$-bridge rules over $\langle L_1, \ldots, L_n \rangle$. 


In a definite MCS bridge rules are monotonic, and knowledge bases are already in reduced form. Inference is thus monotonic and a unique minimal equilibrium exists. We take this equilibrium to be the grounded equilibrium:

**Definition 2 (Grounded Equilibrium of a Definite MCS).** Let \( M = \langle C_1, \ldots, C_n \rangle \) be a definite MCS. \( S = \langle S_1, \ldots, S_n \rangle \) is the grounded equilibrium of \( M \), denoted by \( \text{GE}(M) \), if \( S \) is the unique minimal equilibrium of \( M \).

Grounded equilibria for general MCSs are defined based on a reduct which generalises the Gelfond-Lifschitz reduct to the multi-context case:

**Definition 3 (Reduct of a Reducible MCS).** Let \( M = \langle C_1, \ldots, C_n \rangle \) be a reducible MCS and \( S = \langle S_1, \ldots, S_n \rangle \) a belief state of \( M \). The \( S \)-reduct of \( M \) is \( M^S = \langle C_1^S, \ldots, C_n^S \rangle \) where, for each \( C_i = (L_i, kb_i, br_i) \), we define \( C_i^S = (L_i, \text{red}(kb_i, S_i), br_i^S) \). Here \( br_i^S \) results from \( br_i \) by deleting
1. every rule with some \( \text{not} (r : p) \) in the body such that \( S \models (r : p) \), and
2. all \( \text{not} \) literals from the bodies of remaining rules.

For each MCS \( M \) and each belief set \( S \), we have that the \( S \)-reduct of \( M \) is definite. We can thus check whether \( S \) is a grounded equilibrium in the usual manner:

**Definition 4 (Grounded Equilibrium).** Let \( M = \langle C_1, \ldots, C_n \rangle \) be a reducible MCS and \( S = \langle S_1, \ldots, S_n \rangle \) a belief state of \( M \). \( S \) is a grounded equilibrium of \( M \) if \( S \) is the grounded equilibrium of \( M^S \), that is \( S = \text{GE}(M^S) \).

For example, let us model a multi-agent system in which the agent \( b_1 \) aims to purchase product item \( i_1 \). For simplicity assume that there are only two agents, \( s_1 \) and \( s_2 \), offering products for sale. Agent \( s_1 \) readily offers \( i_1 \) for 30 credits and agent \( s_2 \) also currently offers \( i_1 \), but for 35 credits. Agent \( b_1 \) may model this by the following two contexts:

\[
\begin{align*}
s_1 & : \quad \text{available}(i_1) \leftarrow . \\
& \quad \text{price}(i_1, 30) \leftarrow .
\end{align*}
\]

\[
\begin{align*}
s_2 & : \quad \text{available}(i_1) \leftarrow . \\
& \quad \text{price}(i_1, 35) \leftarrow .
\end{align*}
\]

Agent \( b_1 \) represents its business rules as context \( b_1 \). First, it imports information from \( s_1 \) and \( s_2 \) using bridge rules:\(^5\)

\[
\begin{align*}
b_1 & : \quad \text{offers}(A, I, P) \leftarrow A : \text{available}(I), A : \text{price}(I, P), \\
& \quad \text{best_price}(I, X) \leftarrow s_1 : \text{price}(I, X), s_2 : \text{price}(I, Y), X \leq Y. \\
& \quad \text{best_price}(I, Y) \leftarrow s_1 : \text{price}(I, X), s_2 : \text{price}(I, Y), X > Y.
\end{align*}
\]

\(^5\) A bridge rule with a variable (\( A \)) in place of the context identifier stands for the set of ground instances obtained by replacing \( A \) with context identifiers in all possible ways. The predicates \( <, \leq \) and the function \( + \) (meaning less, less or equal relations and addition on numeric domains) can be formalized in logic programming and we abstract from this for space reasons. Also, due to space reasons the computation of best price is slightly simplified given the case of two selling agents, which can be easily extended in case of multiple agents.
Finally, agent \( b_1 \) uses additional rules to implement its own business logic. For instance, it can be a good strategy to go for the best price unless there is a very good reason to buy from some other agent. This is implemented by adding the rule into \( b_1 \):

\[
\text{purchase}(I, A) \leftarrow \text{offers}(A, I, P), \text{best}_{\text{price}}(I, P), \neg \text{worth}_{\text{buy}}(B). \quad (1)
\]

Indeed, sometimes it might be worth not to buy for the best price in the long term. If \( b_1 \) has long standing business relations with some supplier, it may be worth purchasing some items even for a slightly higher price assuming that later on it may be rewarded with a discount or other value. Hence assuming that \( s_2 \) is the valuable supplier we add the following rules into \( b_1 \):

\[
\text{worth}_{\text{buy}}(A) \leftarrow \text{best}_{\text{price}}(I, P), \text{offers}(A, I, Q), \text{good}_{\text{supplier}}(A), Q \leq P + 5. \quad (2)
\]

\[
\text{purchase}(I, A) \leftarrow \text{offers}(A, I, P), \text{worth}_{\text{buy}}(A). \quad (3)
\]

\[
\text{good}_{\text{supplier}}(s_2) \leftarrow . \quad (4)
\]

The MCS \( M = \langle b_1, s_1, s_2 \rangle \) has a single grounded equilibrium \( S = \langle B_1, S_1, S_2 \rangle \) such that \( \text{purchase}(i_1, s_2) \in B_1 \) and \( \text{purchase}(i_1, s_1) \notin B_1 \). So the agent actually reasons according to the business strategy that we described.

### 2.4 MKNF Knowledge Bases

MKNF Knowledge Bases [15] are based on the logic of Minimal Knowledge and Negation as Failure (MKNF) [14], an extension of first-order logic with two modal operators: \( K \) and \( \text{not} \). We use the variant of this logic introduced in [15]. MKNF sentences and theories are defined by extending function-free first-order syntax by the mentioned modal operators in a natural way.

As in [15], we assume that the set of constant symbols \( C \) is infinite and consider only Herbrand interpretations that interpret the equality predicate \( \approx \) as a congruence relation on \( C \). The set of all such interpretations is denoted by \( I \). An MKNF structure is a triple \( (I,M,N) \) where \( I \in I \) and \( M,N \subseteq I \).\(^6\) Intuitively, the first component is used to interpret the first-order parts of an MKNF sentence while the other two components interpret the \( K \) and \( \text{not} \) modalities, respectively. By \( \phi[a/x] \) we denote the formula obtained from \( \phi \) by replacing every unbound occurrence of variable \( x \) with the constant symbol \( a \). The satisfaction of an MKNF sentence and an MKNF theory \( T \) in an MKNF structure \( (I,M,N) \) is defined as follows:

\[
\begin{align*}
(I,M,N) \models p & \quad \text{iff} \quad I \models p \\
(I,M,N) \models \neg \phi & \quad \text{iff} \quad (I,M,N) \not\models \phi \\
(I,M,N) \models \phi_1 \land \phi_2 & \quad \text{iff} \quad (I,M,N) \models \phi_1 \text{ and } (I,M,N) \models \phi_2 \\
(I,M,N) \models \exists x: \phi & \quad \text{iff} \quad (I,M,N) \models \phi[a/x] \text{ for some } a \in C \\
(I,M,N) \models K \phi & \quad \text{iff} \quad (J,M,N) \models \phi \text{ for all } J \in M \\
(I,M,N) \models \text{not} \phi & \quad \text{iff} \quad (J,M,N) \not\models \phi \text{ for some } J \in N \\
(I,M,N) \models T & \quad \text{iff} \quad (I,M,N) \not\models \phi \text{ for all } \phi \in T
\end{align*}
\]

\(^6\) Differently from [15], we allow for empty \( M,N \) in this definition as later on it will be useful to have satisfaction defined for this marginal case.
Definition 5 (MKNF Semantics). Let $\mathcal{M}$ be an MKNF theory. We say that an MKNF interpretation $\mathcal{M}$ is
- an S5 model of $\mathcal{T}$ if $\mathcal{M} \models \mathcal{T}$;
- an MKNF model of $\mathcal{T}$ if $\mathcal{M}$ is an S5 model of $\mathcal{T}$ and for every MKNF interpretation $\mathcal{M}' \supseteq \mathcal{M}$ there is some $I' \in \mathcal{M}'$ such that $(I', \mathcal{M}', \mathcal{M}) \models \mathcal{T}$.

MKNF knowledge bases [15] consist of two components – an ontology $O$ and a program $P$ – and their semantics is given by translation to an MKNF theory. In the following we introduce the syntax and semantics of MKNF knowledge bases in which we constrain the program component to a normal logic program.\(^7\)

An MKNF knowledge base is a set $\kappa = O \cup P$ where $O$ is an ontology and $P$ is a logic program. An MKNF knowledge base is ground if $P$ is ground; definite if $P$ is definite. The grounding of an MKNF knowledge base $\kappa$ is defined as $\text{gr}(\kappa) = O \cup \text{gr}(P)$.

The translation function $\kappa$ is defined for all literals $l$, default literals $\neg l$, sets of literals $S$, rules $\pi$ with vector of free variables $x$, programs $P$ and MKNF knowledge bases $\kappa = O \cup P$ as follows: $\kappa(l) = K l$, $\kappa(\neg l) = \text{not } l$, $\kappa(S) = \{ \kappa(L) \mid L \in S \}$, $\kappa(\pi) = (\kappa(B(\pi)) \cup \kappa(H(\pi)))$, $\kappa(P) = \{ \kappa(\pi) \mid \pi \in P \}$, $\kappa(K) = \{ \kappa(O) \} \cup \kappa(P)$.

The semantics of MKNF knowledge bases is thus defined as follows:

Definition 6 (Semantics of MKNF Knowledge Bases). Let $\kappa$ be an MKNF knowledge base. We say that an MKNF interpretation $\mathcal{M}$ is an S5 model of $\kappa$ if $\mathcal{M}$ is an S5 model of $\kappa(\kappa)$. Similarly, $\mathcal{M}$ is an MKNF model of $\kappa$ if $\mathcal{M}$ is an MKNF model of $\kappa(\kappa)$.

In the normative part of our running example, DL axioms could be used to classify different products depending on their availability on the market into available and unavailable, but also into products that can be directly purchased and special products for which licitation is required. Then, rules will be used to evaluate if a particular product can be purchased by some agent or not (e.g., normally the product can be purchased whenever it is available, but in the exceptional case when licitation is required additional conditions must be satisfied). Note that while DL axioms are required to encode the classification, non-monotonic rules are required to express exceptions. This can be

\(^7\) Notice that if $\mathcal{M}$ is empty, then it vacuously holds that $\mathcal{M} \models \phi$ for all sentences $\phi$. For this reason, and in accordance with [15], $\emptyset$ is not considered an MKNF interpretation.

\(^8\) Note that we do not directly include the $K$ and not modalities in rules of the MKNF knowledge base; instead, they are introduced by the translation function $\kappa$ (denoted by $\pi$ in [15]) upon translation to an MKNF theory. Also, unlike in [15], $\kappa$ is overridden to accept atoms, literals and sets of literals and produces an MKNF theory instead of an MKNF sentence. Thus we do not need to assume that the program is finite and can deal with infinite ground programs that result from grounding a finite but non-ground program (the same is actually done in [15] from Section 4 onwards).
encoded in the MKNF knowledge base $\mathcal{O}_n$ composed of the ontology $\mathcal{O}_n$ and the rule set $\mathcal{P}_n$:

$$\mathcal{O}_n : \leq 0 \text{ offered\_by\_supplier} \sqsubseteq \text{unavailable\_product}$$

$$= 1 \text{ offered\_by\_supplier} \sqsubseteq \text{purchasable\_product}$$

$$\geq 2 \text{ offered\_by\_supplier} \sqsubseteq \text{licitable\_product}$$

$$\mathcal{P}_n : \text{purchase\_allowed}(I,A) \leftarrow \text{offered\_by}(I,A), \sim \text{licitable\_product}(I)$$

$$\text{purchase\_allowed}(I,A) \leftarrow \text{licitable\_product}(I), \text{offered\_by}(I,A), \text{best\_price}(I,A).$$

### 3 Reducing an MKNF Context

MKNF knowledge bases can be used within Multi-Context Systems by specifying an MKNF context that uses the MKNF logic. We formalise these notions below. Subsequently, we show that every MKNF context can be transformed into a first-order context. The transformed MCS has the same grounded equilibria as the original one, showing that instead of a specialised MKNF reasoner, a first-order reasoner can be used to obtain equivalent results. Subsequently, we show that this result can be strengthened even further, resulting in a multi-context system that requires only a DL reasoner instead of an MKNF reasoner provided all bridge literals referring to that context are expressible in the DL in consideration. In this case, a DL reasoner is basically all that is necessary to handle reasoning with MKNF contexts within a multi-context system.

#### 3.1 MKNF Contexts and First-Order Contexts

We start by formalising what an MKNF context actually is. The MKNF logic is the logic $L_{\text{MKNF}} = (\mathcal{KB}_{\text{MKNF}}, \mathcal{BS}_{\text{MKNF}}, \mathcal{ACC}_{\text{MKNF}})$ where

- $\mathcal{KB}_{\text{MKNF}}$ is the set of MKNF knowledge bases,
- $\mathcal{BS}_{\text{MKNF}}$ is the set of deductively closed sets of first-order sentences,
- $\mathcal{ACC}_{\text{MKNF}}(\mathcal{K})$ contains $\{ \phi \in \Phi \mid \mathcal{M} \models \phi \}$ for every MKNF model $\mathcal{M}$ of $\mathcal{K}$ and also the inconsistent belief set $\Phi$ in case $\mathcal{K}'$, obtained from $\mathcal{K}$ by removing all rules with default negation, has no MKNF model.

The latter condition is required to adhere to the formal framework of multi-context systems. An MKNF context can now be established as follows:

**Definition 7 (MKNF Context).** A context $C = (L, kb, br)$ is an MKNF context if $L = L_{\text{MKNF}}$, $kb$ is an MKNF knowledge base, and, for every $\sigma \in br$, $H(\sigma)$ is either an ontology axiom or a definite rule. We also say that such $\sigma$ is an MKNF bridge rule.

An MKNF context $C = (L_{\text{MKNF}}, \mathcal{K}, br)$ is ground if $\mathcal{K}$ is ground and all rules in heads of MKNF bridge rules from $br$ are ground; finite if both $\mathcal{K}$ and $br$ are finite.

In order to talk about grounded equilibria of multi-context systems with MKNF contexts, their reducibility must be guaranteed. Given our definition above, this is indeed the case:
Proposition 8. Every MKNF context is reducible.

We are now able to plug the normative MKNF KB $n$ into our example MCS using the bridge rule set $br_n$:

\[
\begin{align*}
br_n : & \text{supplier}(A) \leftarrow A : \text{available}(I). \\
& \text{offered_by}(I,A) \leftarrow A : \text{available}(I). \\
& \text{best_price}(I, s_1) \leftarrow s_1 : \text{price}(I,X), s_2 : \text{price}(I,Y), X \leq Y. \\
& \text{best_price}(I, s_2) \leftarrow s_1 : \text{price}(I,X), s_2 : \text{price}(I,Y), X > Y.
\end{align*}
\]

Agent $b_1$ is now required to reason with the norms. To implement this, the following bridge rule is added to $b_1$:

\[
\text{allowed}(I,A) \leftarrow n : \text{purchase_allowed}(I,A).
\]

Additionally, the business rules (1) and (3) need to be altered (in the respective order):

\[
\begin{align*}
\text{purchase}(I,A) \leftarrow & \text{offers}(A,I,P), \text{allowed}(I,A), \text{best_price}(I,P), \sim\text{worth_buy}(B). \quad (5) \\
\text{purchase}(I,A) \leftarrow & \text{offers}(A,I,P), \text{allowed}(I,A), \text{worth_buy}(A). \quad (6)
\end{align*}
\]

The agent will now take the norms into account during reasoning. The updated MCS $M^n = \langle b_1, s_1, s_2, n \rangle$ has a single grounded equilibrium $S^n = \langle B^n_1, S^n_1, S^n_2, N^n \rangle$, however, neither $\text{purchase}(i_1, s_1)$ nor $\text{purchase}(i_1, s_2)$ belong to $B^n_1$. Indeed the agent’s business strategy is now in conflict with the norms, it cannot favour the valuable supplier any longer if there is a better momentary offer.

To fully accommodate the norms while keeping the agent operational, we would have to drop $\sim\text{worth_buy}(B)$ from the rule (5) and completely drop the rule (6) which is now obsolete, it represents an invalid strategy. Or if in turn we chose to ignore the norms (and bear eventual consequences) we might drop $\text{allowed}(I,A)$ from both rules and return to the previous purchasing strategy.

To reduce an MKNF context to a simpler one, we define first-order contexts. The first-order logic is the logic $L_{FO} = (KB_{FO}, BS_{FO}, ACC_{FO})$ where

- $KB_{FO}$ is the set of first-order theories,
- $BS_{FO}$ is the set of deductively closed sets of first-order sentences,
- $ACC_{FO}(T) = \{ \phi \in \Phi \mid T \models \phi \}$.

A first-order context is henceforth defined as follows:

Definition 9 (First-Order Context). A context $C = (L, kb, br)$ is a first-order context if $L = L_{FO}$, $kb$ is a first-order theory, and, for every $\sigma \in br$, $H(\sigma)$ is a first-order sentence. We also say that such $\sigma$ is a first-order bridge rule.

The first-order logic is monotonic, so every first-order context is reducible.

Proposition 10. Every first-order context is reducible.
3.2 Reduction to a First-Order Context

We are now ready to introduce a transformation of an MKNF context to a corresponding first-order context. This transformation is based on transforming the rules from the MKNF knowledge base to bridge rules, leaving us with only the ontology component which can already be handled by a first-order context. For example, if the MKNF knowledge base in the MKNF context \( C_j \) contains the rule

\[ p \leftarrow q, \neg r. \]

the corresponding first-order bridge rule is of the form

\[ p \leftarrow (j : q), \text{not} (j : r). \]

Furthermore, since bridge rules in an MKNF context may have definite rules in their heads, we also need to transform them in some way so that the resulting bridge rules are compatible with the first-order context. This is done by moving the body of the definite rule \( \pi \) in the head of a bridge rule \( \sigma \) to the body of \( \sigma \). For example, if the MKNF context \( C_j \) contains the MKNF bridge rule

\[ (p \leftarrow q.) \leftarrow (i_1 : q), \text{not} (i_2 : r). \]

then the transformed first-order bridge rule will be

\[ p \leftarrow (j : q), (i_1 : q), \text{not} (i_2 : r). \]

In case of MKNF bridge rules that have an ontology axiom \( \phi \) in their head, this axiom needs to be translated to its first-order counterpart \( \kappa(\phi) \). For all ground rules these transformations can be formalised as follows:

**Definition 11 (Transformation to First-Order Bridge Rules).** Let \( j \) be an integer. We introduce the following notation for every \( l \in L_G \) and \( S \subseteq L_G \): \( \beta_j(l) = (j : l) \), \( \beta_j(\neg l) = \text{not} (j : l) \), \( \beta_j(S) = \{ \beta_j(L) \mid L \in S \} \).

Let \( C = (L_{\text{MKNF}}, \mathcal{O} \cup \mathcal{P}, \mathcal{br}) \) be a ground MKNF context. For every rule \( \pi \in \mathcal{P} \), \( \beta_j(\pi) \) denotes the first-order bridge rule

\[ H(\pi) \leftarrow \beta_j(B(\pi)). \]

Furthermore, for every MKNF bridge rule \( \sigma \in \mathcal{br} \) of the form \( (\pi \leftarrow B(\sigma).) \), where \( \pi \) is a definite rule, \( \beta_j(\sigma) \) denotes the first-order bridge rule

\[ H(\pi) \leftarrow \beta_j(B(\pi)) \cup B(\sigma). \]

and for every MKNF bridge rule \( \sigma \in \mathcal{br} \) of the form \( (\phi \leftarrow B(\sigma).) \), where \( \phi \) is an ontology axiom, \( \beta_j(\sigma) \) denotes the first-order bridge rule

\[ \kappa(\phi) \leftarrow B(\sigma). \]

Also, for any set of rules or MKNF bridge rules \( S \), \( \beta_j(S) = \{ \beta_j(\pi) \mid \pi \in S \} \).
The definition of the first-order context that corresponds to an MKNF context is now straightforward – it suffices to apply the above transformation \( \beta_j \) to all rules and MKNF bridge rules of the MKNF context:

**Definition 12 (First-Order Context Corresponding to MKNF Context).** Let \( C_j = (L_{\text{MKNF}}, O \cup P, br_j) \) be a ground MKNF context. The first-order context corresponding to \( C_j \) is \( C_{j}^{\text{FO}} = (L_{\text{FO}}, \{ \kappa(O) \}, \beta_j(br_j) \cup \beta_j(P)) \).

Due to the properties of the MKNF semantics, when we consider a finite ground MKNF context, which is usually the most interesting case in applications, we find that it can be substituted by the corresponding first-order context without affecting the grounded equilibria of the multi-context system. Formally:

**Theorem 13 (Reduction Into First-Order Context).** Let \( M = \langle C_1, \ldots, C_n \rangle \) be a multi-context system such that for some \( j \) with \( 1 \leq j \leq n \), \( C_j \) is a finite ground MKNF context and put \( M' = \langle C_1, \ldots, C_{j-1}, C_j^{\text{FO}}, C_{j+1}, \ldots, C_n \rangle \).

The grounded equilibria of \( M \) and \( M' \) coincide.

This transformation can be repeated for all MKNF contexts in the multi-context system, yielding an equivalent system that does not require to use the MKNF logic. Formally:

**Corollary 14.** For every multi-context system \( M \) with some finite ground MKNF contexts there exists a multi-context system \( M' \) such that the grounded equilibria of \( M \) and \( M' \) coincide and \( M' \) uses first-order contexts instead of the original MKNF contexts.

Revisiting our running example, the MCS \( M^n \) is reduced into \( M'^n = \langle b_1, s_1, s_2, n^{\text{FO}} \rangle \) where \( n^{\text{FO}} = (L_{\text{FO}}, \{ \kappa(O_n) \}, \beta_n(br_n) \cup \beta_n(P_n)) \):

\[
\kappa(O_n) : \forall X \forall Y \neg \text{offered}_{\text{by}}(X, Y) \lor \neg \text{supplier}(Y) \implies \text{unavailable}_{\text{product}}(X)
\]

\[
\forall X \exists Y \text{offered}_{\text{by}}(X, Y) \land \text{supplier}(Y) \land (\forall Z (Z = Y) \lor \neg \text{offered}_{\text{by}}(X, Z) \lor \neg \text{supplier}(Z)) \implies \text{purchasable}_{\text{product}}(X)
\]

\[
\forall X \exists Y \exists Z (Y \neq Z) \land \text{offered}_{\text{by}}(X, Y) \land \text{supplier}(Y) \land \text{offered}_{\text{by}}(X, Z) \land \text{supplier}(Z) \implies \text{licitable}_{\text{product}}(X)
\]

\[
\beta_n(P_n) : \text{purchase}_{\text{allowed}}(I, A) \leftarrow n : \text{offered}_{\text{by}}(I, A), \text{not} (n : \text{licitable}_{\text{product}}(I)).
\]

\[
\text{purchase}_{\text{allowed}}(I, A) \leftarrow n : \text{licitable}_{\text{product}}(I), n : \text{offered}_{\text{by}}(I, A), n : \text{best}_{\text{price}}(I, A).
\]

and \( \beta_n(br_n) = br_n \).

### 3.3 Translation Into Two Contexts

To be able to translate an MKNF context into a DL context we need to define DL contexts first. The DL logic is the logic \( L_{\text{DL}} = (\text{KB}_{\text{DL}}, \text{BS}_{\text{DL}}, \text{ACC}_{\text{DL}}) \) where

- \( \text{KB}_{\text{DL}} \) is the set of all ontologies;
- $\text{BS}_{\text{DL}}$ is the set of all deductively closed sets of first-order sentences;
- $\text{ACC}_{\text{DL}}(O)$ returns the set of first-order sentences $\phi$ such that $O \models \phi$.

A DL context is obtained as follows:

**Definition 15 (DL Context).** A context $C = (L, kb, br)$ is a DL context if $L = L_{\text{DL}}$, $kb$ is an ontology $O$, and, for every $\sigma \in br$, $H(\sigma)$ is a DL-axiom. We also say that such $\sigma$ is a DL bridge rule.

DLs as fragments of first-order logic are monotonic, so DL contexts are reducible.

**Proposition 16.** Every DL context is reducible.

Since DLs only make use of unary and binary predicates, and an MKNF context is not limited to these due to the presence of atoms over predicates whose arity is greater than 2, we need an additional context here that serves as a means to store and retrieve facts. For simplicity, we introduce an abstract fact base context and its associated logic. The fact base logic is the logic $L_{\text{FB}} = (K_{\text{FB}}, \text{BS}_{\text{FB}}, \text{ACC}_{\text{FB}})$ where

- $K_{\text{FB}}$ is the set of subsets of $L_G$;
- $\text{BS}_{\text{FB}}$ is the set of subsets of $L_G$;
- $\text{ACC}_{\text{FB}}(kb)$ is the identity function.

A fact base context is established as follows:

**Definition 17 (Fact Base Context).** A context $C = (L, kb, br)$ is a fact base context if $L = L_{\text{FB}}$, $kb$ is a subset of $L_G$, and, for every $\sigma \in br$, $H(\sigma)$ is $l \in L_G$. We also say that such $\sigma$ is a fact base bridge rule.

A fact base context is obviously reducible.

**Proposition 18.** Every fact base context is reducible.

Essentially, the idea is to translate an MKNF context $C_j$ into a pair of contexts, namely a DL context and a fact base context, which is possible under certain restrictions as specified below. This can be achieved by first considering the reduction into a first-order context, which contains only bridge rules and $\kappa(O)$. The bridge rules can be divided between the two contexts depending on whether the literal in the head appears only in the rules or not. In the former case such a head can never be used for reasoning in the DL context, hence, all these rules are added to the fact base context, while in the latter case, they are added to the DL context. Additionally, in all bridge literals that do not appear in $O$, the pointer is changed to the fact base context.

We formalize this, by first defining this division of literals appearing in the MKNF context, i.e. in the corresponding MKNF KB. Given an MKNF knowledge base $\mathcal{K} = O \cup P$, we define that $l \in L_G$ is a DL-literal if the predicate of $l$ appears in $O$. Otherwise, $l$ is a non-DL literal.

Now we can define an abstract function that can be used to transform the bridge literals in a given first-order context, with the intention that bridge rules with a non-DL-atom in the head point to a different context $k$. 

Definition 19 (Transformation to Two-Context Bridge Rules). Let $j$ and $k$ be integers and $S$ a set of bridge rules. We define $\beta_j^k(S) = \{ \beta_j^k(\pi) \mid \pi \in S \}$. For every $\pi \in S$ $\beta_j(\pi)$ denotes the bridge rule $H(\pi) \leftarrow \beta_j^k(B(\pi))$. We define for sets of bridge literals $S$ that $\beta_j^k(S) = \{ \beta_j^k(L) \mid L \in S \}$. Moreover, we define for single bridge literals $(j : l)$ and $\text{not} (j : l)$:

- $\beta_j^k((j : l)) = (k : l)$ and $\beta_j^k(\text{not} (j : l)) = \text{not} (k : l)$ if $l$ is a non-DL-atom;
- $\beta_j^k((j : l)) = (j : l)$ and $\beta_j^k(\text{not} (j : l)) = \text{not} (j : l)$ otherwise.

Finally, $\beta_j^k((i : l)) = (i : l)$ and $\beta_j^k((i : l)) = (i : l)$ for $1 \leq i \neq j \leq n$.

Note that the second case not only handles DL-atoms, but also arbitrary first-order sentences, which also covers translations of DL axioms.

We define the two-context DL MCS corresponding to an MKNF context.

Definition 20 (Two-Context DL MCS Corresponding to an MKNF Context). Let $C_j = (L_{\text{MKNF}}, O \cup P, br_j)$ be a ground MKNF context. The two-context DL MCS corresponding to $C_j$, $(C_{DL}^j, C_{PB}^j)$, is defined as follows:

- $C_{DL}^j = (L_{DL}, O, br_j)$;
- $br_j = \{ H(\pi) \leftarrow \beta_j^k(B(\pi)) \mid \pi \in (\beta_j(br_j) \cup \beta_j(P)) \land H(\pi) \text{ is a DL-atom}\} \cup \{ \phi \leftarrow \beta_j^k(B(\pi)) \mid \pi \in \text{br}_j \land H(\pi) \text{ is an ontology axiom } \phi\};$
- $C_{PB}^j = (L_{PB}, 0, br_j)$;
- $br_j = \{ H(\pi) \leftarrow \beta_j^k(B(\pi)) \mid \pi \in (\beta_j(br_j) \cup \beta_j(P)) \land H(\pi) \text{ is a non-DL-atom}\}.$

Bridge rules in $(\beta_j(br_j) \cup \beta_j(P))$ are divided between the two contexts as outlined. The only exception are bridge rules in $br_j$ with an ontology axiom in the head. These are added to the DL context. Note that the index $k$ for the fact base context allows us to add $C_{PB}^j$ to an MCS with $n$ contexts at a position of choice, which is $n + 1$.

Given a belief set $S$, $S^+$ denotes the deductive closure of $S$. We can substitute a finite, ground MKNF context with a two-context MCS without affecting the grounded equilibria provided that certain conditions hold.

Theorem 21 (Translation Two-Context DL MCS). Let $M = (C_1, \ldots, C_n)$ be a reducible multi-context system such that, for some $j$ with $1 \leq j \leq n$, $C_j$ is a finite ground MKNF context, and, for all $i$ with $1 \leq i \leq n$, all $\pi \in \text{br}_i$, and each $(j : l) \in \pi$ and $\text{not} (j : l) \in \pi$, $l$ is an objective literal. Let $k$ be $n + 1$, and set

$$M' = (C_1', \ldots, C_{j-1}', C_{DL}^j, C_{j+1}', \ldots, C_n', C_{PB}^{n+1})$$

where, for all $i$ with $1 \leq j \neq i \leq n$, $C_i'$ results from $C_i$ by applying $\beta_i^{n+1}$ to $br_i$.

The grounded equilibria of $M$ and $M'$ are equivalent, i.e., for all $i$ with $1 \leq i \neq j \leq n$, $S_i = S_i'$ and $S_j = (S_{DL}^j \cup S_{PB}^{n+1})^*$.

The restriction on bridge literals in MCS given in Theorem 21 could be seen as being too severe, i.e. it is possible to come up with a less restrictive result that only limits these bridge literals to a degree such that they are not arbitrary first-order sentences, but
either non-DL atoms or formulas that are in the belief set of the DL in consideration. We claim that these more restrictive conditions are sufficient here, in particular in light of the kind of rules we allow in MKNF knowledge bases, and leave lifting the result to more expressive MKNF knowledge bases (and more expressive bridge rules) for future work.

Again, this transformation can be repeated for all MKNF contexts in the multi-context system, yielding an equivalent system that does not require to use the MKNF logic if the bridge literals to the MKNF context are appropriately restricted. Formally:

**Corollary 22.** For every multi-context system $M$ with some finite ground MKNF contexts such that all bridge literals to these contexts are objective literals, there exists a multi-context system $M'$ such that the grounded equilibria of $M$ and $M'$ are equivalent (in the sense of Theorem 21) and $M'$ uses pairs of DL contexts and fact base contexts instead of the original MKNF contexts.

Turning again to our running example, if we choose the two-context translation instead of the previous one, Translating $M_n$ is reduced into $M''_n = \langle b_1, s_1, s_2, n^{DL}, m^{FB} \rangle$ where $n^{DL} = (L_{DL}, O_n, br_n)$ and $m^{FB} = (L_{FB}, \emptyset, br_m)$ where $O_n$ is as defined above and $br_n$ and $br_m$ are as follows:

$br_n : supplier(A) \leftarrow A : available(I)$.

$offered\_by(I, A) \leftarrow A : available(I)$.

$br_m : best\_price(I, s_1) \leftarrow s_1 : price(I, X), s_2 : price(I, Y), X \leq Y$.

$best\_price(I, s_2) \leftarrow s_1 : price(I, X), s_2 : price(I, Y), X > Y$.

$purchase\_allowed(I, A) \leftarrow n : offered\_by(I, A), not (n : licitable\_product(I))$.

$purchase\_allowed(I, A) \leftarrow n : licitable\_product(I), n : offered\_by(I, A)$,

$m : best\_price(I, A)$.

4 Conclusions

Open multi agent systems can be modelled in MCSs, and we have considered MKNF knowledge bases as one such context, which allows the usage of a highly expressive knowledge representation and reasoning formalism in such MCSs. One immediate result of our work is that the Hybrid MKNF [15] can indeed be used in MCSs, namely in the form of MKNF contexts, which can then be interlinked with other contexts in the MCS.

Since not all agents may necessarily be able to reason with such a context, we investigated the possibility of using the expressiveness of MKNF knowledge bases without having to use an actual MKNF context. We showed that an MKNF context can be reduced to an associated first-order context without any effects on the semantics, i.e. the grounded equilibria of the considered MCS. Hence, a first order reasoner can be used instead. Moreover, restricting the form of bridge literals to objective literals, we have shown that we can even use a combination of a DL reasoner and a simple store for (rule) facts to achieve the same result. In the former case, the resulting MCS is more general, while in the latter case we are enabled to use a decidable and faster reasoner.
Future work includes loosening the restriction in Theorem 21 such that bridge literals may contain more expressive formulas w.r.t. the DL context. In line with this lies the extension of the results to more general MKNF KBs, i.e. where objective literals in MKNF rules may not just be atoms and their (classical) negations. Another line of work would be to consider substituting an MKNF context with two contexts where one context is a DL-context and the other one in ASP. In this case, contrary to our translation into two contexts, the treatment of non-monotonic rules would be literally hidden in the context and it would be interesting to compare these different two-context translations. In [6], also a well-founded semantics is defined for MCSs and considering this semantics and investigating its correlation with the well-founded semantics for Hybrid MKNF [13] would also be interesting possibly enabling us to use a semantics in MCSs that is, due to its nature, of a lower computational complexity.
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