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ABSTRACT
Agents make commitments towards others in order to influ-
ence others in a certain way, often by dismissing more prof-
itable options. Most commitments depend on some incentive
that is necessary to ensure that the action is in the agent’s
interest and thus, may be carried out to avoid eventual
penalties. The capacity for using commitment strategies
effectively is so important that natural selection may have
shaped specialized capacities to make this possible. Evolu-
tionary explanations for commitment, particularly its role
in the evolution of cooperation, have been actively sought
for and discussed in several fields, including Psychology and
Philosophy. In this paper, using the tools of evolutionary
game theory, we provide a new model showing that indi-
viduals tend to engage in commitments, which leads to the
emergence of cooperation even without assuming repeated
interactions. The model is characterized by two key param-
eters: the punishment cost of failing commitment imposed
on either side of a commitment, and the cost of managing
the commitment deal. Our analytical results and extensive
computer simulations show that cooperation can emerge if
the punishment cost is large enough compared to the man-
agement cost.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Multiagent systems

General Terms
Experimentation, Theory

Keywords
Evolution of Commitment, Evolution of Cooperation, Evo-
lutionary Game Theory, Prisoner’s Dilemma

1. INTRODUCTION
Over the last few years, several mechanisms have been

pointed out to promote the emergence and maintenance of
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cooperation. From group and kin relations, memory and
reputation based reciprocity mechanisms, to social diversity
and context based reactions, grounded or not on incipient
levels of cognition, there has been a large improvement on
our capacity to understand the roots of animal and human
cooperation [3, 2, 20, 27, 42, 45, 14, 15]. They are cer-
tainly hugely important, but are they sufficient? Or, as
many have suggested [5, 19, 22], might there be other routes
to social behavior that have been neglected? Certainly there
are. Commitment, which amounts to expressing an inten-
tion rather than having it recognized, may stand as another
route to cooperation, even in its simplest form, as we pur-
port to show here.

Agents make commitments towards others when they give
up options in order to influence others. Most commitments
depend on some incentive that is necessary to ensure that the
action is in the agent’s interest and thus will be carried out
[12], on pain of some heavy penalty. Committers also incur
in a small cost when proposing or setting up a commitment
so as to make it credible upfront to others, and entice these
to accept to commit.

The capacity for using commitment strategies effectively
is so important that natural selection may have shaped spe-
cialized signaling capacities to make this possible [49, 37,
41, 26, 8, 4]. And it is believed to have an incidence on
the emergence of morality [38]. Assuming cooperation to
be, at best, just the result of individuals’ purely competitive
strategies can make it conceptually unstable [31], most es-
pecially in non-iterated or history-free interactions. And it
seems possible that the spread of simplistic notions, rooted
in science, about the evolutionary origins of social relation-
ships could foster a trend to make these relationships more
conflicted, and society more brutal. An antidote is an evo-
lutionary approach to behavior that incorporates a capacity
for mutual commitment, shown advantageous for all con-
cerned [26], even in non-iterated or memory-free settings.

Hence, our goal in this paper is to examine, through Evo-
lutionary Game Theory (EGT) [20, 45], how the most sim-
ple of commitment strategies work, and how they can give
rise to the emergence of cooperation. We shall do so in the
setting of the non-iterated Prisoner’s Dilemma (PD), a well-
known game-theoretical framework to study the evolution of
cooperation within populations of self-interested agents [2,
20, 27, 45] 1. In an interaction, each player has two options,

1There are other social dilemmas, such as the Stag Hunt
and the Chicken Game. [45], but the Prisoner’s Dilemma is



cooperates (C) or defects (D), and defect is the dominant
option – it is always better to defect in a one-shot interac-
tion. Both players should choose to defect, while they would
be better off by choosing to cooperate instead, thus leading
to the destruction of social welfare and individuals’ fitness.

In a nutshell, convincing others of one’s credibility in a
commitment proposal amounts to submit to options that
change the incentives of the situation. These options, namely
commitment cost and penalty for defaulting, can be ex-
pressed by the payoffs specified in a game. When opponent
players observe meticulously such payoffs, and realize that
compliance with a proposed commitment is in the propos-
ing player’s best interests, then, given any opponent player’s
open option to commit, these may change their expectations
and behavior accordingly, and adopt as a result a strat-
egy which either accepts commitment proposals or ignores
them. In general, there are four main reasons to believe a
commitment will be fulfilled [26]: i) a commitment can be
self-reenforcing if it is secured by incentives intrinsic to the
situation; ii) a commitment can be secured by external in-
centives controlled by third parties; iii) a commitment can
be backed by a pledge of reputation; and iv) a commitment
can be reinforced by internal emotional motives.

The first two types are secured in much the same way a
loan is secured by a collateral. They objectively change the
situation so that fulfillment becomes in the individual’s best
interests. The latter two types do not change the objective
contingencies; they are subjective commitments in that they
may involve a continued option of reneging, according to
some or other stance extraneous to the game’s given payoffs
matrix.

In our EGT setting however, we will simply assume that
a game’s payoff matrix, concerning a set of strategies, sum-
marily ingrains and expresses in its structure the impinge-
ment of all such contingencies. For instance, often a capacity
for commitment allows individuals to act in ways that reap
the benefits of image scoring through maintaining a repu-
tation, or the access of others to a social history of prior
interactions. In this study, for simplicity but also for ex-
hibiting the purity and power of the commitment mecha-
nism, we ignore the effect of repeated interactions [52], and
of any reputation [29, 32] associated with particular individ-
uals. We aim to show that the simplest of core commitment
mechanisms can improve cooperation, and leave any other
complications for the future, most promisingly how com-
mitment can be combined with and reinforce other known
mechanisms of cooperation. And perhaps surprisingly we
can do so. Thus, no credibility of commitment will be taken
into account [6] beyond that which is expressed in a game’s
payoff matrix. No reputation appraisal of the commitment
proposer is made by its co-player, and no historical or social
data is even available to do so. Each pairwise interaction
is purely based on fixed individual strategies that might in-
volve commitment or the lack thereof. Also, no “cheater or
deceit detection” or “intention recognition” is in place [14,
15]. Nevertheless, systematic unconditional bluffing on the
part of a player is a possible fixed feature of its strategy, in
the sense that, from the start, the player does not intend to
fulfill commitments.

It will be seen in our commitment model that players de-
faulting on their commitments, be they the proposing or the

known to represent one of the most difficult or fierce envi-
ronments for cooperation to emerge.

accepting party, will be subject to evolutionary disadvantage
for a wide range of parameters.

We show that more elaborate commitment strategies are
not strictly necessary for commitment to become evolution-
arily advantageous. Neither an aptitude for higher cogni-
tion, nor for empathy, nor for mind reading are needed.
These aptitudes would only be required for more sophis-
ticated forms of commitment, scaffolded atop the core one.
We will explain the evolution, in a population, of the capac-
ity for a simple form of commitment as the result of oth-
erwise being excluded from a group of committed promise
abiding cooperators, in the sense that this strategy tends
to invade the game playing population under rather general
conditions.

The remainder of this paper is organized as follows. In
Section 2, we discuss the relevant literature. In Section 3,
our EGT commitment model and its methods are defined
and explained. Forthwith, in Section 4, we proffer results
obtained with the model, both analytic and via numeric and
computer simulations. We conclude the paper with a discus-
sion section on commitment and its EGT modeling.

2. RELATED WORK
Evolution of cooperation has been a central research topic

of many fields, including Biology, Economics, Artificial In-
telligence, Political Science and Psychology [2, 20, 27, 42,
45, 15, 21]. Several mechanisms responsible for promoting
cooperative behavior have been recently identified (see sur-
veys in [27, 45]). In these contexts, several aspects have
been shown to play an important role in the emergence of
cooperation. Differently, our model does not require any
of those aspects, namely it does not assume kinship or in-
group relatedness of agents, nor repeated interactions or rep-
utation consideration, nor concrete structures of population
distribution. However, we envisage that the mechanism of
commitment could reinforce the existing mechanisms of co-
operations, e.g., easing the conditions for the emergence of
cooperation therein. This will be the subject of the future
work.

Evolutionary explanations of commitment, particularly its
role in the evolution of cooperation, have been actively sought
for and discussed in several fields, including Psychology and
Philosophy [26, 12, 18, 6, 8, 4, 38]. But there are only
a few computational models that show the evolutionary ad-
vantages of commitment in problems where cooperative acts
are beneficial [49, 37, 41]. In addition, often models rely on
repeated interactions or long-term relationships [8, 4], alike
the conditions where Triver’s direct reciprocity [52] may play
a role. Here we provide an analytic model in the framework
of evolutionary game theory showing that, with the avail-
ability of the mechanism of commitment, cooperation can
emerge even without assuming repeated interactions.

Last but not least, it is undoubtedly important to men-
tion the extensive literature of AI and Multi-agent System
research on commitment, e.g., [43, 54, 18, 6, 53, 16, 7]. The
main concern therein is how to formalize different aspects
of commitment and how a commitment mechanism can be
implemented in multi-agent interactions to enhance them
(e.g. for improved collaborative problem solving [54]), espe-
cially in the context of game theory. In contradistinction,
our concern is in the nature of an evolutionary explanation
of commitment, particularly how it can promote the emer-
gence of cooperation.



3. MODELS AND METHODS

3.1 Model
Let us consider a commitment variant of the Prisoner’s

Dilemma game in which a new type of cooperator (denoted
by COM C) that, before each interaction, asks the co-player
whether it commits to cooperate. If the co-player does not so
commit, there is no interaction. Both players get 0. Other-
wise, if the co-player commits, they then go on to play with
each other in the present interaction. If the co-player keeps
to its commitment, both players obtain the reward payoff,
R 2 . Otherwise (if the co-player fails its commitment), the
proposing or focal player obtains the sucker payoff, S, and
its co-player obtains the temptation payoff, T . However,
the one that fails the commitment will suffer a penalty cost,
and its non-defaulting co-player gains a compensation for
the potential loss due to its default of fulfilling the commit-
ment. For simplicity, we assume that these two amounts
(penalty and compensation) are equal, being denoted by
δ. The penalty cost can be a real monetary one, e.g., in
the form of prior debit (e.g., in the case of accommodation
rental) or of a subsequent punishment cost (e.g., commit-
ment was performed in terms of a legal contract, and one
who fails commitment must pay a cost to compensate for the
other), or an imaginary abstract value, e.g., public spread of
good/bad reputation (bad reputation for the one that fails,
and sympathy for the other), or even an emotional suffering
[26, 12, 18, 38]. How this cost is set up depends on the types
of commitment at work, or the reason for which the com-
mitment is believed to be fulfilled (see Introduction), which
topic is beyond the scope of this paper. However, various
techniques can be seen in [43, 18].

Two players that defect in an interaction obtain the pun-
ishment payoff, P 3 . As usual, for the Prisoner’s Dilemma,
the payoff entries satisfy the ordering, T > R > P > S,
whereas the four possible outcomes can be written down as
a payoff matrix

„ C D

C R,R S, T
D T, S P, P

«
For setting up a commitment, the proposer must pay a small
management cost, ε. The cost of proposing and setting up
the commitment might be high, but it is reasonable to as-
sume that this cost is quite small compared to the mutual
benefit of a cooperation strategy guaranteeing commitment,
ε << R.

Given the nature of a situation expressed in terms of pay-
off entries, one can naturally expect that if a proposed pun-
ishment cost, δ, is high enough compared to the cost of man-
aging the commitment, ε – to convince and guarantee that
cooperation is in the proposer’s interest and also drive away
potential exploiters – cooperation can emerge, even in the
fierce environment of the Prisoner’s Dilemma. This penalty

2Note that here we do not yet take into account execu-
tion noise (see, e.g., [45, 32]), i.e. the agents might mis-
implement their intended choice, from cooperate to defect
or vice versa. Thus, COM C will never mis-implement the
intended commitment choice.
3For the sake of a clear representation, in our analysis we
adopt P = 0 [40, 45] (as in the Donation game), even if the
more general case can be analyzed in the same manner and
portray similar results to the ones presented below.

and management relation is subject to detailed study below,
both analytically and by means of computer simulations.

We consider a finite population of a constant size, consist-
ing of four strategies: COM C (as described above), C (al-
ways cooperates, without proposing to commit), D (always
defects, and does not commit when being asked to), and
D COM (always defects, though commits when being asked
to). Here, we assume that cooperators, including COM C
and C players, always commit whenever being asked to since
they are better off to do so, as cooperation is their default
choice, and reasonable commitment deals only are proposed.
Hence, for the sake of exposition, the two other (unreason-
able) strategies, those of cooperators that refuse to com-
mit and of defectors that propose commitment, are omitted
here (they would become eliminated anyway). The former
is dominated by the pure cooperator strategy, C, while the
latter is by the the pure defector strategy, D.

In each round, two random players are chosen from the
population for an interaction. For the row player, the (av-
erage) payoff matrix reads

0BB@
COMC C D DCOM

COMC R− ε/2 R− ε −ε S + δ − ε
C R R S S
D 0 T P P
DCOM T − δ T P P

1CCA (1)

Note that when a COM C interacts with another COM C,
only one of them pays the cost of having proposed com-
mitment, ε (e.g., the arbitrary one that proposes). There-
fore, the average payoff of a COM C in playing with another
COM C is, R− ε/2.

3.2 Methods
Our analysis is based on evolutionary game theory meth-

ods for finite populations [28, 23]. In the context of evolu-
tionary game theory, the individuals’ or agents’ payoff rep-
resents their fitness or social success. The dynamics of strat-
egy change in a population is governed by social learning,
that is, the most successful agents will tend to be imitated
by the others. There are many ways to model social learning
[20, 45, 36]. Adopting one of the most frequently used ones,
we shall consider the so-called pairwise comparison rule [51],
which assumes that an agent A with fitness fA adopts the
strategy of another agent B with fitness fB with probability
given by

1

1 + e−β(fB−fA)
,

where β controls the ‘imitation strength’, i.e., how strongly
the agents are basing the decision to imitate on fitness com-
parisons. For β = 0, we obtain the limit of neutral drift
– the imitation decision is random. For large β, imitation
becomes increasingly deterministic.

In the absence of mutations, the end states of evolution
are inevitably monomorphic: once such a state is reached,
imitation cannot produce change. We thus further assume
that, with a certain mutation probability µ > 0 (also dubbed
the exploration rate [50]), an agent switches randomly to a
different strategy without imitating another agent. The re-
sulting Markov Chain has a stationary distribution, which
characterizes the average time the population spends in each
of these monomorphic end states. Yet, for arbitrary explo-
ration rates and number of strategies, stationary distribu-
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Figure 1: Stationary distribution and fixation prob-
abilities. The population spends most of the time in
the homogenous state of COM C. The black arrows
stand for the transitions that are rather stronger
than neutral. The strongest transitions are from
C to D and D COM, and the slowest one is from
COM C to C. There are rather strong transitions
from D and D COM to COM C. Parameters: T =
2, R = 1, P = 0, S = −1; δ = 4; ε = 0.05; imitation
strength, β = 1; population size, N = 100; µN = 1/N
denotes the neutral fixation probability.

tions are often cumbersome to compute [17, 46, 39].
Fortunately, in the case of small exploration or mutation

rates, analytical computation of this stationary distribution
can be conveniently computed [11, 23, 17, 41]. The small ex-
ploration rates guarantee that, any newly occurred mutant
in a homogeneous population will fixate or become extinct
long before the occurrence of another mutation. Hence, the
population will always consist of at most two strategies. This
allows one to describe the evolutionary dynamics of our pop-
ulation in terms of a reduced Markov Chain, whose size is
equal to the number of strategies being considered (which is
4 in our case), and each state represents a possible monomor-
phic end state of the population associated with a one of the
strategies. The transitions between states are defined by the
fixation probabilities of a single mutant of one strategy in
a homogeneous population of individuals adopting another
strategy (see Figure 1 for better understanding).

T±(k) =
N − k
N

k

N

1

1 + e∓β[ΠA(k)−ΠB(k)]
(2)

More precisely, let N be the size of the population. Sup-
pose there are at most two strategies in the population, say,
k agents using strategy A (0 ≤ k ≤ N) and (N − k) agents
using strategies B. Thus, the (average) payoff of the agent
that uses A and B can be written as follows, respectively,

ΠA(k) =
(k − 1)πA,A + (N − k)πA,B

N − 1

ΠB(k) =
kπB,A + (N − k − 1)πB,B

N − 1

(3)

where πX,Y stands for the payoff an agent using strategy X
obtained in an interaction with another agent using strategy
Y , given in the payoff matrix (1).

Now, the probability to change the number k of agents
using strategy A by ± one in each time step can be written
as

The fixation probability of a single mutant with a strategy
A in a population of (N − 1) agents using B is given by [51,
25, 11, 23, 17]

ρB,A =
1

1 +
PN−1
i=1

Qi
j=1

T−(j)

T+(j)

(4)

In the limit of neutral selection (β = 0), T−(j) = T+(j) ∀j.
Thus, ρB,A = 1/N . Considering a set {1, ..., q} of different
strategies, these fixation probabilities determine a transi-
tion matrix M = {Tij}qi,j=1, with Tij,j 6=i = ρji/(q − 1) and
Tii = 1−

Pq
j=1,j 6=i Tij , of a Markov Chain. The normalized

eigenvector associated with the eigenvalue 1 of the trans-
posed of M provides the stationary distribution described
above [25, 11, 23, 17], describing the relative time the pop-
ulation spends adopting each of the strategies.

Now let us recall some important analytic measures which
will be used in our analytical study. In a pair-wise compar-
ison of strategy A with strategy B, we say that A is advan-
tageous (against B) if an A mutant has a fixation probabil-
ity in a population of agents using B greater than that of
the neutral selection (which equals the inverse of population
size, 1/N) [28, 27, 45]. Interestingly, it was shown that this
condition holds if

(N −2)πA,A + (2N − 1)πA,B > (N + 1)πB,A + (2N −4)πB,B
(5)

which, in the limit of large N , is simplified to

πA,A + 2πA,B > πB,A + 2πB,B (6)

Another important measure to compare the two strategies A
and B is which direction the transition is stronger or more
probable, an A mutant fixating in a population of agents
using B or a B mutant fixating in the population of agents
using A. It can be shown that the former is stronger if [24,
45]

(N − 2)πA,A +NπA,B > (N − 2)πB,A +NπB,B (7)

which, in the limit of large N , is simplified to

πA,A + πA,B > πB,A + πB,B (8)

4. RESULTS
We compute the fixation probabilities and stationary dis-

tribution numerically for small mutation or exploration rates
(see Methods). The population spends most of the time in
the homogeneous state where all individuals utilize the com-
mitment strategy (Figure 1).

In general, amongst the monomorphic states of the pop-
ulation, the strongest transitions are from C to D and C to
D COM. The difference of a small cost of proposing com-
mitment, ε, between COM C and C, leads to a near-neutral
transition from COM C to C. The more intricate transitions
are between COM C and D or D COM, which are the cen-
tral part of our analysis.

Between D and COM C, for ε << R, COM C is advanta-
geous. Namely, by a pairwise comparisons of COM C and D



[28, 27] that condition always holds if (in the limit of large
N , see Eq. (6))

ε <
2R

5
(9)

This inequality also guarantees that, for a population of size
N > 4, the more probable transition is from D to COM C,
i.e., satisfying that [24, 45] (see Eq. 8)

(N − 2)(R− ε

2
)−Nε > 0 (10)

Similarly, for big enough δ, COM C is advantageous against
D COM; namely, if

δ >
T −R− 2S

3
+

5ε

6
(11)

It guarantees that the transition of D COM to COM C is
more probable than the opposite if

(N − 2)(R− ε

2
) +N(S + δ − ε) > (N − 2)(T − δ) (12)

which holds if

δ >
N

2N − 2
(T −R− S +

3ε

2
) (13)

For large enough N , it is simplified to

δ >
T −R− S

2
+

3ε

4
(14)

Hence, for

δ > max{T −R− S
2

+
3ε

4
,
T −R− 2S

3
+

5ε

6
} (15)

the transition of D COM to COM C is the more probable
one, as well as greater than neutral.

Taking together with the fact that the transition of COM C
to C is near neutral, one can expect that if the two param-
eters δ and ε satisfy the inequalities (9) and (15), COM C
will prevail – the population will spend most of the time
in its homogenous state. This expectation is supported by
the numerical results in Figures 2 and 3. For a given pay-
off matrix of the PD, for strong enough punishment cost
of failing commitment, δ, and small enough cost of setting
up the commitment, ε, the population spends most of the
time in the homogeneous state of COM C (Figure 2). In
addition, this result is also flexible with respect to the pay-
off values of the PD (Figure 3). For the sake of a clear
representation of the result, we use in this numerical experi-
ment the Donation game [46] – a special case of PD – where
T = b, R = b− c, P = 0, S = −c, satisfying that b > c > 0;
b and c stand for “benefit” and “cost” of cooperation, respec-
tively. It shows that, for given δ and ε, for large enough b/c,
the population spends most of the time in the homogeneous
state of COM C.

So far, our analytic and numerical results were obtained
in the limit of small mutation rates. Next, by extensive
computer simulations, we show that this remarkable per-
formance of the commitment strategy COM C is flexible
with respect to mutation rates (Figure 4). Namely, for all
the mutation rates up to 0.1, the population always spends
most of the time in the homogenous state of COM C. It
also noteworthy, that our analytic results for small imitation
strengths and under the extremes of low and high mutation
or exploration rates — based on the methods described in
[1] — comply with this simulation results.

frequency
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Figure 2: Contour plot of the frequency of COM C
as a function of ε and δ. In a population of COM C,
COM D, C, and D individuals, for a wide range of
ε and δ, the population spends most of the time in
the homogeneous state of COM C. The smaller the
cost of proposing commitment, ε, and the greater
the punishment cost of failing commitment, δ, the
greater the frequency of COM C. The payoffs being
used are, T = 2, R = 1, P = 0, S = −1; imitation
strength, β = 1; population size, N = 100.
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Figure 3: Frequency of each strategy as a func-
tion of benefit-to-cost ratio, b/c, for Donation game
(T = b, R = b−c, P = 0, S = −c, with b ≥ c). In a pop-
ulation of COM C, COM D, C, and D individuals,
for a large enough benefit-to-cost ratio, the popu-
lation spends most of the time in the homogeneous
state of COM C, while D prevails when this ratio
is very small. Parameters: δ = 4; ε = 0.05; imitation
strength, β = 1; population size, N = 100.
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Figure 4: Frequency as a function of mutation
rates. Symbols indicate results from computer sim-
ulations (averaged over 109 update steps), and solid
lines show the numerical approximation results for
small mutation rates. The population consists of
COM C, COM D, C, and D individuals. COM C
always dominates for all the mutation rates up to
0.1. Parameter values (the same as in Figure 1):
T = 2, R = 1, P = 0, S = −1; δ = 4; ε = 0.05; imitation
strength, β = 1.0; population size, N = 100. The sim-
ulation results are obtained by averaging 40 runs,
and the initial population is equally likely to be in
one of the homogenous states.

All in all, our study exhibits that, in spite of the absence of
repeated interactions, reputation effect, network reciprocity,
as well as group and kin selection, the strategy of commit-
ment proposal may enable the emergence of cooperation. By
imposing a high cost for failing a commitment, when com-
pared to the cost of setting up or managing the commitment
deal, the commitment cooperative agents COM C can get
rid of the fake committers (D COM) as well as avoid being
exploited by the pure defectors (D), while playing approx-
imately equally well against the pure cooperators (C). The
results of this study suggest that our specialized capacity
for commitment, which might have been shaped by natural
selection [26] consists in a capacity for managing to impose
a high cost of punishment, whether it is monetary or of ab-
stract emotional or reputation value, with a relatively small
cost.

We note that there is a significant difference between our
commitment model and the works on costly punishment [30,
35, 9, 17, 10]. A commitment deal must be agreed by both
sides of it in advance, thereby giving credibility and justi-
fication to punish any defaulting player. In addition, the
prior agreement gives rise to compensation—the amount of
which, in some cases, is agreed explicitly in advance—to
the non-defaulting player. This compensation for the non-
defaulting player is the significant difference that makes suc-
cessful those players using the commitment strategy, while
those using the costly punishment strategy have only a nar-
row margin of efficiency [30]; does not stand out as a winning
strategy [9]; nor does it promote cooperation at all when tak-
ing into account antisocial punishment [35]. The compensa-
tion might bring benefit to the commitment strategists once

an appropriate deal would be arranged.
This suggests that although costly punishment, whether

it is social or antisocial, might not promote the evolution
of cooperation, what we call ‘justified’ punishment, which is
warranted by an appropriate commitment deal, does. This
kind of punishment might not be costly at all, and can even
bring net benefit to its upholder, hence leading to the emer-
gence of cooperation.

5. DISCUSSIONS
Within the general game theory concept of commitment,

several distinctions can help separate different subtypes. In
particular, some commitments are upfront promises of a next
move that can help, while others are upfront threats of a
subsequent move that can harm. Commitments can be con-
ditional or unconditional. Threats are usually attempts to
influence another person’s next move by stating a condi-
tional subsequent move, and that’s how we may envisage
them. Promises are more likely to be unconditional, and
that’s how we may conceive of them, though more generally
they can be conditional on the other fulfilling a matching
promise. Concerning this, we note a difference between a
commitment and a convention. A convention is a means for
monitoring a commitment: it specifies under what circum-
stances a commitment can be abandoned and how an agent
should behave both locally and towards others when one of
these conditions arises [54]. Commitments can also be just
towards oneself, taking into account the evolution of possible
futures afforded by actions and events, and the individual’s
prior and post preferences, in what might be classically seen
as a game against nature.

In [34, 33], three different types of individual commit-
ment – hard, revocable, and momentary – are studied in
such an evolution context. Let us recall that commitment,
in the context of game theory, is a device or mechanism to
decide the outcome with the other party [43]. Schelling dis-
tinguishes between commitment pure and simple and com-
mitment that takes the form of a threat. What he calls
“ordinary” commitment corresponds, in game theory, to the
making of an opening announcement in a sequential play,
which we dub preemptive, just before both players make
their actual move. To constitute a preemption, a player’s
announcement action must be irrevocable, that is a promise
that is assuredly kept. Preemptive commitment is not neces-
sarily profitable, because it hinges on the opponent’s actual
move. Schelling however does not assume the other type of
commitment as a “threat”, which pertains to the a player’s
move in reaction to the opponent’s move. Threats, being
conditional, may be of the “if-then-else” form, and can thus
combine a threat and a promise, the latter albeit implicit
whenever there are just two possible moves. We prefer in-
stead to label “reactive” such so-called threat commitments.
In the game context, these occur when the player with the
last move irrevocably pledges to respond, in a specified but
contingent way, to the opponent’s prior choice [19].

In a nutshell, some players can be “preemptive” commit-
ters – those that always propose and always accept pro-
posed commitments–, others may be “reactive” committers
– those that always make a “reactive” statement and comply
with the implicit requests in such statements–, while other
players, though accepting to commit nevertheless default on
their commitment, and even others simply omit and ignore
preemptive or reactive commitments in their strategies –



they might for instance be persistent defectors or persistent
cooperators as we have seen, or, for that matter, follow any
other strategy ignorant of commitment. Moreover, in iter-
ated games, commitments can concern future rounds and
not just the present one.

We purport to have shown that a simple commitment
abiding cooperative strategy can be evolutionarily advan-
tageous even in a non-iterated game setting. But much
remains to be explored. In the more general setting and
to avoid confusion, it can be helpful to distinguish, even if
only conceptually, between “execution moves” and “pre-play
moves” [19]. The terms first move and last move then always
refer exclusively to execution moves – the choices that ac-
tually generate the payoffs. In contrast, commitments come
earlier with respect to execution moves: they are pre-play
moves. A preemptive commitment is a pre-play move that
allows the player making it to take the first execution move.
A reactive commitment, although also a pre-play move, can
be made only by the player who has the last execution move.
In either case, by giving up on his or her choice through com-
mitting, the commitment player leaves the opponent with
“the last clear chance to decide the outcome” [43].

In our present game setting, however, there was no need
to make the distinction between the first and the second to
play, because each possible player strategy move is exhib-
ited and fixed from the start, as expressed and ingrained in
the payoff matrix. By so introducing the several commit-
ted unconditional move strategies – though the payoff is of
course conditional on the opponent’s move–, we can emulate
what would happen in a round if a move sequence actually
existed. Put briefly, our commitment model is of the sim-
plest kind and, moreover, it is brought to bear solely on the
very next move fold of a pair of players, with no history
available on prior commitments. Nevertheless, it captures
core features of commitment, namely the high cost of de-
faulting to discourage false commitment, and thus make it
plausible, and a comparatively small but non-zero cost of
commitment proposal to lend it initial credibility. On top
of this core model more elaborate models affording commit-
ment can subsequently be rooted, including those involving
delayed deceit..

What’s more, commitment (or intention manifestation)
and intention recognition, are but two sides of a coin really,
and their future joint study in the EGT setting is all but
unavoidable. It has become increasingly obvious that maxi-
mizing reproductive success often requires keeping promises
and fulfilling threats, even when that requires in turn sacri-
fices regarding individual short-term interests. That natural
selection has shaped special mental capacities to make this
possible seems likely, including a capacity for commitment
[26] and for intention recognition [14, 15]. The commit-
ment stance goes yet further, and many aspects of human
groups seem shaped by effects of commitments and inten-
tion recognition, namely group boundaries, initiation ritu-
als, ideologies, and signals of loyalty to the group [47, 48, 49].
Conversely, many aspects of groups seem to exist largely to
facilitate commitment to cooperate and to limit the utility
of coercive threats.

The generalized ability for commitment to support coop-
erative interaction is an important aspect of plasticity in
human behavior, and humans support their deal-making in
lots of ways. The law is full of instances of people using
techniques of commitment to establish the honesty of their

intentions, namely through a variety of contracts [13]. In-
stitutions themselves are supported on committal contracts,
and the law of the land proffers methods for constituting
and of accountability of social institutions [44].

We believe that studies of commitment will benefit greatly
from rigorous models that allow for their analytical study
and computer simulation, and in particular within the fold
of EGT for the better to examine the emergence of complex
social behavior.
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