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Abstract 
We set forth a case study of the integration of philosophy 
and computer science using artificial agents ruled by abduc-
tive logic and emergent behavior. Our first step is to high-
light different models that we developed of such agents (a 
set of them related with evolutionary game theory and an-
other a model of a narrative storyteller robot). As we indi-
cate, each model exemplifies different aspects of the ethical 
dimension that can be investigated with resource to simula-
tion in silicon. 

Simulation can guide ethical investigation 
Our aim is to suggest that simulation can guide ethical in-
vestigation. We propose to see, in the emergence of artifi-
cial agency, the multi-pole development of different char-
acteristics such as guilt, tolerance and reciprocity and how 
the development of such capacities of artificial agents ac-
cordingly seeds grey areas of the ethical inquiry. Although 
this suggestion is not exactly new (Danielson, 1992), ours 
is a proposal for a more global reevaluation of what con-
sists investigation in ethics on the basis that we have good 
reasons to recognize suitably developed artificial systems 
as constituting something beyond simple tools for this in-
quiry, as suggested by Grim (Grim, 2004). This suggestion 
relates with these systems’ crescent autonomy and inde-
pendence toward its creators, something that helps to pro-
vide not only a toolbox but also a relatively closed universe 
(a laboratory) for the investigation of the aforementioned 
characteristics that constitute the ethical dimension.   
Based on this distinction between a tool and a laboratory, 
our strategy is to open the space between programming ef-
forts and philosophical investigation presenting, in a sense, 
a philosophical interpretation of a programming effort and 
to use such effort, without fears of circularity, as a method 
of ethics. This will allow us to reassesses important ethical 
concepts in a way that may prove useful. The distinctive-
ness of our proposal is to present different programming 
efforts and to try to determine their role for ethical investi-

gation. This leads to the elaboration of a general methodol-
ogy, complementary to experimental approaches, to ethical 
investigation. 

 
Two frameworks 

Instead of providing an a priori argument to defend our 
conceptions, we analyze different programming models 
that were developed to better understand the grey area be-
tween simulation and emulation of ethics. Different ap-
proaches to this simulation/emulation have been suggested, 
like the ones that can be found in (Allen, Varner, and 
Zinser, 2000), but here we are going to describe models 
that rely on logical programming and Evolutionary Game 
Theory (EGT). Although limited, and low on the autonomy 
scale, we propose that these programming models highlight 
aspects that are informative of our own embodied moral 
conditions, due to these very limitations. Thusly, in addi-
tion, we wish to emphasize both the influence that this 
work might have in tutoring philosophical intuitions and, 
recursively, on the influence of this tutelage on the further 
development of these very same computational agents. The 
gains, relative to the complementarity that could exist in 
the joint development and co-evolution of the twine of 
computational models and philosophical theories that can 
be achieved through a better comprehension of us, out-
weigh those risks, such gains being themselves demonstra-
tions of moral autonomy. 
Although this modeling research has been undertaken for 
several years now, we are going to pay attention only to 
some of its latest developments. In particular, our aim 
forthwith is to analyze two specific models developed at 
our NOVA-LINCS center and its partner institutions: 
 
● Agents developed in the context of evolutionary game 
theory simulations, in non-repeated and in reiterated two-
person and public good games, where a diversity of suc-
cessful simulations and analytic demonstrations have been 
made to better understand the joint role of recognizing in-



tentions, of commitment and of apology, for the promotion 
of emergence, in a population of agents, of combinations 
of stable morally cooperative behaviors, by agents who are 
at times able to recognize intentions, establish commit-
ments, and accept apologies (Pereira, Santos, and Han, 
2014) (Pereira, 2012) (Han and Pereira, 2013) (Pereira et 
al., 2014). 
 
● The narrative storyteller about a robot that, as it attempts 
to save a princess, needs to successively deal with moral 
updating dilemmas, using the ACORDA logic program-
ming system (Lopes and Pereira, 2006) (Pereira and Lopes, 
2007) (Lopes and Pereira, 2010) (Pereira and Saptawijaya, 
2011) (Pereira and Saptawijaya, 2015). 
 

Evaluation 
The aim of these models has been to establish, through log-
ical formalization, frameworks where single agents and 
multiplicities of agents are able to employ flexible behav-
ior in answer to the demands of virtual environments. We 
suggest going beyond this first immediate aim and reas-
sessing these models, after describing them. As we tried to 
show before (Cardoso and Pereira, 2015), in those models 
we touch on something else that is valued from the point of 
view of Ethics, though in a manner deeply different from 
the kind of rationalist effort that contains itself only within 
thought experiments.  
In the first simulation or, more precisely, in the first sets of 
simulations, the agents therein, which are proffered as pos-
sessing some degree of autonomy, are nevertheless simple 
in their evaluations reflecting the closed up system of the 
prisoner's dilemma matrix of losses and gains. However, 
this should not be taken as a limitation since the aim is to 
analyze the role of the interactions among multitudes of 
agents having different interests and strategies, in a frame-
work that allows for distinct aims, in order to envisage how 
these different strategies evolve over an extended number 
of generations. The essential point is this: those strategies 
that emerge and become stable correlate with emergent 
norms. The second experiment we present provides a 
chance to evaluate autonomy during circumscribed social 
interactions or under social constraints, where autonomy 
plays a wider role even when dealing with simple agents.  
An interpretation of these two computational efforts can 
tell to one interested in Ethics that the phenomena he tries 
to understand could be captured at a simpler level with 
fruitful results for that inquiry. A level certainly not yet 
surrounded by the great values that he so promptly tries to 
identify with Ethics, but whilst losing in the process of that 
very same identification a perspective that could have per-
mitted a multitude of agents, one having different degrees 
(and attending constraints) of autonomy, and therefore 
providing a richer account of this dimension.  

These unexpected and contra intuitive results allied with 
the prospect of an easier public evaluation of the models 
supports our belief that in them we find not only a simple 
tool but a global method of enquiry that could redirect 
mainstream philosophical ethics.  
G. E. Moore, at the moment of the foundation of contem-
porary metaethics (Moore, 1903), sustained that a simple 
effort of will, from his cabinet in Cambridge, would clear 
the field of its confusions. We agree with Anscombe 
(Anscombe, 1958) that far from it, metaethics as the lead-
ing form of investigation produced not a translucent truth 
but a stalemate where different positions, some apparently 
convincing, some as exotic as Moore’s own form of non-
naturalism, comes and goes without fulfilling its task as a 
“Prolegomena to any future Ethics that can possibly pre-
tend to be scientific” (Moore, 1903, p. iv).  
This is related to the limitations and partiality of thought 
experiments and of any pure analytical effort enlarged by 
its difficulty with sharing these results in a way that per-
mits public evaluation. We propose to adapt in the investi-
gation of ethics an already established forum, here exem-
plified by logical programming and EGT, where these 
problems can be fixed by recognizing that, at one same 
moment, this forum reaches a point where we, indeed, face 
the task of building agents but where our evaluation of the-
se agents demands something akin to the choice that Put-
nam (Putnam, 1972) thought would be increasingly a ne-
cessity: that we treat those agents not as tools but as ends. 
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