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Abstract

This rerort introduces two gserneral execution stratedies for lodic
Frograms., One is an intellident form of backtrackindgy the other 3
method of rroceedindg forward which rostrones non-deterministic sters,
Eoth stratedies are illustrated with examrles, Some ortionasl control
constructs are also rresented, allowing the user to rrovide control
advice. The imrlementation of these stratediess in the case of the

lansguade Frology is the subdect of 8 comranion rerort.

Kegswords $ logic rrogrammingy backtrackingy artificisl intellidgence
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1. Introduction

»The mental festures discoursed of as the amaluticaly
arey it themselvesy but little suscertible of analysis,
We only arereciate them in bheir effects."*

Edgar Allan Foe in "The murders ir the Rue Morgue® ».378

The wark rerorted herein divides raturally  into two raris for
exrosition FUTFOSES. The first 1is concerned with & theory of
irntellidgent backtrackind and sidetrackinds and the cecond with

imrlementation,

We bedin the first gartr which is the subJect of this rerorts DS
Frresentind an intellident packtracking method for Horn clause
crodrams» as arrlied to Frolodg (Warren 19771 [Warren et al. 19771
[Fereira et al. 1978a1 ([Coelho et al, 19791y 8 rrodgramming languase
based on first order rredicate calculus [Kowalski 19741 [Kowalshki
19793, develored at the university of Marseille [Roussel 19751, This
method is based on the general method exrounded in [Fereira 19791 for
backtrackind intellidently 1in AND/OR trees (of which we furnish a

’ Vs
resume’ ) .

Afterwardsy we rresent 3 sidetracking method which consists N
delaswind the match of and doal for which there is more than one viablea
clause matchy until 311 doals are matched for which there is a sindle
clause matchind them at runtime., This means that ang
runtime~deterministic sgoal is ewecuted one ster (thereby denerating
more doals)r» before ang runtime~nonwdeterministic doal is executed one
ster. In particulary and rending deterministic rrocedure 15 executed

before anyg rending non—-deterministic one.
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Finallsy we rresent some control constructs sllowing the user to
guide intellident backtracking and sidetracking if s/he s0 wishes,
(The use of these techrniaues in condunction with rarallel execution

will be elucidsted in a future rarer.)

Our motivation for this work was spurreﬁ by [ERrusnooghe 19781,
We have however dreatly imeroved and gerneraslized his findings in many
essential wawsy due to a3 distinct and more thoroush arFFrroach,
Motivation for some kind of control over resolution theorem rrovers
CLoveland 19781y and attendant combinatorial *diseases"s has alwaus
flourished, EBut deneral search stratedies have remsimed too deneraly
and the "cure® too slow. One arrroach to the Froblem is to devise
some kind of control languase in which the user may ortionally surrly
additional information redarding the control of search 8s it rroceeds
forward only [Clark et al, 19791, Our main contribution to the ‘cure*
is in the form of a deneral stratedy for backtrackinsg intelligently in
any  tor-down execution of Horm clause srodrams. Furthermoresr such
backtrackind is also suscertible of ortional control conmstructs, which
we illustrate, The adartation of the techniaues develored here to any
resolution-lodic theorem rrover isr we believey straightforwardy 3as
lons as its executions cam be modelled by an AND/OR tree. It should
be rointed out that our theory has been tested +thoroushls in its

imFlemented form., No examrle has falsified it, z1l have corroborated

it.

The rest of this rarer is ordganized as follows. To bedin withy
we relate Frolos rrosram executions to AND/OR trees in a slidhtlw

Unusual way., Immediately afterwards uwe furnish a8 self-contained
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summary of the theorw established in [Fereira 19791 for backtrackind
intellidgently in AND/OR trees. Next we showr by means of illustrative
evamelesy the various tures of conflicts that maw arise during
unification. Subseaquently, we exrlain and exemrlify how admissible
hacktrack nodes are obtained for each goal that fails» and we
reformulate the orerational semantics of Frolod accordingly. Then we
describe some realistic wamples of aseelication, Afterwards, the
method of sidetracking to runtime-deterministic doals is exrlicated
and exemrlified, Finallys & few control constructs are rut forward
which rermit the user to duidey ortionalluy both the backtracking and

the sidetrackind.

The second rart of our work is the subdect of another rerort, Therey
s dermeral intererreter of Frolodg is rresented which uses structural
intelligent backtracking instead of the standard chronological blind
one. (We also rresent 3 simrler srecialization of this interrreters
meant only for use in relational database lookur.) The interrreter is
writtern in Frolog itself, and is not aimed at efficiencys» since we
have only guided standard backtracking, rrovided bs the comriler of
Frolodgs to mimick intellisgent backtrackindg., This means that we have
simulated a3t s high level what reauires an arrrorriate imrlementation
of its own to achieve comretitive efficiencw. Horefulluy this will be
dore in the mear future. (The srecialized interrreter; neverthelessy
has eroved to be comretitive already, even for smallish databases.)
The basic imrlementation design idea is to attach directly to each
comrorent of a term the nodes of the execution tree on which it

derends. This information is automatically rassed on by wunificsation

and fordottern on backtracking. Intellident backtrackins uses it to



krnow where to backtrack to,.

Another interrreter is
for runtime-deterministic
(sidetracking)r and the way

Frolinted out.

Frade 7

Fresented therey adsin writtern in Frolosgy
Friority  execution of Frolod srodrams

of combining both interrreters into one is



Fadge 8
2. Frolog ANIN/OR trees

*Yet to calculate is not in itself to analuse."

ibidemr =379

To solve a dgoal 3 clause must be fournd whose head matches the
qoal and all the doals in its body can be solved. Execution of a dosl
denerates an AND/OR treey with that Hosl as the root» in the followind

Wakde

The clauses whose heads match a Hoal dive rise to ORed branches
at that doal. Furthermorer each such OR branch is srlit into ANDed
branches. Orne such branch leads io the node where unification betuween
the doal and the clause head must be achieved., The other ANDed

branches lead to each of the doasls in the bodu of the clause.

The unification node is itself an AND of the uﬁifications of
corresronding arduments in the Hoal and clasuse head. Each of these
arduments» moreovery maw be a comround term divindg rise to further
ANDed branching of the match of the functor names and of each of their

ardumentsy and so one.
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3. Backtracking intellidgentls in ANII/OR trees (a résume’ of
CFereira 19791

‘It may be sufficient here to say that it forms one of an

infinite series of mistakes which arise in the rath of

Reason through her Frorensity for seeking truth in
. n

detzil.,
EvA.Foe in "The mystery of Marie Rodet - 3 secuel to The

murders in the Rue Mordue®s »,454
A derneral method is sresented in [Fereira 19791 for duiding
standard backtracking in AND/OR trees only to those rodes where
reretition of doal failures maw rossiblu he Frreventedy thus avoidins
much wuseless search, Each gosl that fails oridinates a8 stack of the
admissible backtrack nodes suscertible of either solving or avoiding
ity and a3 simrle rule combines individual stacks into a sindle riew
stack at AND and OR rodes. The admissible backtrack nodes of a3 failed
g0al are» besides its arcestorss where alternstive b}anches of the
tree may existyr 3ll the nodes where modification of any conflicting
obJjects in the attemrted matches of the g08l may rerhars be achieved,
The former are readiluy obtsired if each obdect in 3 doal is taddedy
imrlicitly or exrlicitlyy with those nodes, This wawy backtrackinsg
from a failed w03l is admitted onlw to those nodes where subseauent

failure of the same dHoal maw rossibly be rrevented,

Iderntification of the admissible backtrack nodes for a doal 4is
done onlw on failurer not as the search moves forward, The doal’s
admissible backtrack nodes are ordanized in an ordered stacks with the
most recent one coming first on the stack. (The nodes of the tree are

numbered from the root by the search stratesdy,)
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For a failing terminal doal node) its admissible backtrack nodes are

rrecisely those where modifications maw occur to the failure
.

oridinating comronents of the obJdects it refers tor #slus its rarent

noder where alternative hranches maw exist (if necessarys other

ancestors will be accessed, recurrentluyy via the rsarent node).

For a3 failing non-terminal €oal noder the stacks of admissible
backtrack nodes of 1its failed immediate successors are combined to
form its ordered backtrack stacks where its rarent node is included if

absent.

The "rule for combining stacks is simrle. The stacks coming from
ORed branches are Just merded to form the OR node stacks because each
contains backtrack rmodes suscertible of denerasting candidate solutions
on different branches of the OR. The stack obtained at nodes with
ANDed branches coincides with that of the branch stacks.which is less
than or eaual to anu other stack» according to the lexicosdrarhic order
amond stacks. Recall that the stacks arve themselves ordered, with the
most recent node (that with the highest rumber) coming first on the
stack. Since nodes are numbered from the rootr the first admissible
backtrack mnode of the AND node stack will be the least recent of the
most recent nodes of all the branch stacks» since each branch nmust
lead to = solved node. From the roint of view of that AND noder if
there are ro alternatives at that first backtrack noder then the néﬁt
backtrack node to visit must be the next most recent node on the stack
chosen as the AND node stack» for the same reasony and S0  on. It
there are alternatives at that noder on the other hand,» and should

there be subseauent failing doalsy rerhars at the same rlacesy the
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stacks of admissible backtrack nodes will be obtained anew.

Whernry finallyy there are no more admissible backtrack nodes to
trgy on backtrackindy failure of the tor doal is rerorted.’ This
harrens only when backtracking reaches the tor doasl itselfs because

every rarent node is admissible on failure of its successors.

This discussion assumed that at each node information was
available concernind its admissible backtrack nodes in the face of
failure. Srecificallyr we need to knows» for each obdect comronent
contributing to the failure, 8l1l the nodes on which its rresence in
the current doal derends. Thereforer this form ,of backtracking is

artly called *structurasl®.

Failure of terminal goals mas occur for many reasons CLoveland

19781, For Kamrley the goal maw be ercuzal tos or 3 rarticular case
ofy an ancestor i the d€o0al has ro rotential successorss all
roterntial successors cannot become actual successors on closer

examination.

Irresrective of the reasons for failure, the rarent do0al is
alwads an admissible backtrack node., In case failure does rnot derend
on the obJects involved in the dgoaly it will be the only such node.
In case failure derends on the rarticular objects involved but ore
cannot or does not care to analuse whichy then all the riodes on which
the ob.Ject comronents derend are additional admissible backtrack

nodes,
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In case failure is known to derend rrecisely on srecific obdect
componentss then the only extra admissible backtrack nodes are exactly

those on which such obdect comronents derend on.

Methods of obdect comronent tasgding are too reculiar to Frroblem

rerresentation and sustem imrlementation to be considered with ans

generality., Thew are treated in the imrlementation rerort in what

concerns Frolod,
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4, On the rossible tures of unification conflicts

*When I sawy rroficiencyy I mean that rerfection
Levvd which includes a comrrehension of all the sources
whence leditimate advantage may be derived, These are
not only manifold but multiform, and lie frequently among
the recesses of thousht altogether inaccessible to the
ordinary understanding, To observe attentively is to
remember distirctls C,..s1. The necessary knowleddge is
that of what to observe.®

E.A.Foe in "The murders in the Rue Morgue®, #.380

Comrosition of the stacks of admissible backtrack nodes denerated
at the branches of an ANII/OR tree is doverned by the rules set forth
in [Fereira 19791 summarized above. In this section we concentrate
on the different tures of conflict that rrovoke failure of a do0aly so
that in the next section we might concentrate on how an individual

stack is obtaired, uron failure of 8 dHo038ly in the case of Frolod.

Assume failure occurs because of 3 mismatch betweeﬁ the doal and
some clause head. ( Other reasons for failures such as the absence of
8 clause for that dHoslsy sre deslt with 85 exrlained in the resume’ of
[Fereira 19791 above and illustrated in the examrles ). This means
that at least one mismatch between two constant names has occured., If
there are seversl mismatchess their backtrack nrodes are comrosed
according to the rule for ANDed branchesy as exemrlified below.
Accordindlys the stack of backtrack nodes retsined from the attempted
match with a8 clause heasd coincides with the stack denersted by Just
one of the cdnflicts (ie. the least amorg the stacks of individual

conflicts),
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We distinduish two cases.

*Fory in resrect to the latter branch of the surrositiony
it should be considered that the most triflind variation
in the facts of the two cases might dive rise to the most
imFortant miscalculations,®

E.A, Foe in "The muysterwy of Marie Rodet - &8 gseauel to
The murders in the Rue Morgue®s r. 410

Eirst cage, 0One of the constant rnames textually occurs at  the
conflictind rosition in the head of the clause and so it carmnot be

chanded.

For the match to succeed the other constant nrame must change.
Nowr if this other constant name is a3lso textuslly eresent in the
g0als no backtrack node besides the rarent node is denerated by this
conflicty meanindg that the conflict cannot be solved., This situation
occurs with the match of dosl 3 in Examrle 1 belows whére a8 and b

conflicty redardless of the value of X.

If the second constant name is rot textual, then it is obtained
through some wvariable textually eresent in the dgoal. In that casey
the backtrack nodes dererated sre all those nodes resronsible for the
transmission of that constant name to the variable. This is the case
of the instantiation b of variable X in doal 3 belows where goal 1 is
generated as a rotentisl backtrack riode. Howevery the other conflict
(between a3 and b) denerates 0 as a backtrack nodes and the rule for
combinind backtrack stacks at ANDed branches retains only O as a
backtrack node since it is the least recent. If an extra clause was
added such as

r{(cya).
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backtrack node 1 would be merded into the backtrack stack for doal

r(Xra)r since clauses for r are ORed in the AND/OR tree,

0 1 2 3

t(X2Y) !~ P(X!X)vG(X:Brde:Z):P(Xra)'

r(brd).,
(W) - unifiasble(V,b),

R(XsXsYrcrY),

a(bsasdrcrc),

r{crd).,

unifiable(VyV),

Examrle 1

Whers» in rarticulary, the second conflicting constant name
(rresent in the bindinsg of the doal variable) is textually rresent in
the clause head itself and is transmitted to that doal variable
throudgh a multirle textual occurrence in the doal of that variabley
the conflict is irrevocable, This harrens when doal 1 asttemrts to
match the first clause, The conflict between the binding of the
second occurrence of X and d is inherent to the match and cannot be

removed.

Secand  cace, No constant name textuslly occurs at the

conflicting Fosition in the head of the clsuse,



Fadge 16

There is a variable at +that rositions, that must receive the
mismatching constant name from the dgoal itself, at some other of its
textual occurrences, In that case» the conflict is realld between two
constant names refered by the Hosl. Accordindglysy the conflict may be
solved if either one of them chandess and the backtrack nodes are all
those on which their reference bw the doal derends, The second
ardument rosition in the match of dosl 2 with the first clause
illustrates this situation. (3 conflicts with b through X.) Adainy if
poth conflicting constant names are textuslly rresent in either the
do0al or headr the conflict is slso irrevocable. This is the case for
the last ardument rosition in the match of doal 2 with the first
clause., (d and ¢ conflict throush Y and Z.,) The conflict is inherent
to the match arnd no amount of backtracking can rossibly asbolish it.
Thuss this conflict overrides any rotential backtrack nodes denerated

for the other conflicts in the same match (which ave rnot retained).
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5, On the obtentiorn of backtrsck rodeg

"I rereast that it is more than fact that the larder
Fortion of all truth has seErundg from the collaterals; it
is but in asccordance with the srirvrit of the Frincirle
involved in this fact that I would riow divert inauirgs in
the rresent cassey from C.eedd the event itself to the
contemrorary cirumstances which surround it,*

ibidemy r, 434

Now that we have comrleted the analysis of the tures of conflict
that maw arise between constant names, we next examiney through 3z case
analysiss how the rresence of a constant name in the binding of =&
variable derends on the matches rerformed at the nodes of the ANILI/OR

tree,

1) The constant names textually prresent in the doasl arnd/or
matching head derernd solely on the match rnode. If the conflict occurs
between such constant namesy either another clause must be chosernn to

match the do0sl or the rarent gosl must resort to another clause, 85 we

have seen in Examrle 1,

2) The rresence of 8 constarnt name ss sart of the binding of a
textual variable in either the g08l or matching head derends solels on

the matcheg which have transmitted that Fart of the binding,

2¢1) If in a mstch a varisble is bournd to some non-variable term
directly, ie, not throudgh anv intervening variables, then all the
constant rames rpart of that binding derend on that match., This is the
Case of the binding ¢ of Z in the matching of dgosl 2 with the head of

the second clauyse for a in Examrle 1.
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2,2) The only remaining case 1is5 where a8 variable becomes
derendent by wunification on other variables» even thoush the latter
may have not det acauired a value, For» in case they do aceuire 3
valuer and failure occurs because of that trarnsmitted valuey the
matches oridinating the derendencies on those variables constitute

~otential backtrachk nodesi:-

2,2.1) The simrlest subcase is that of the derendency of 3
varisble occurring in the clause head wuron the sctual or future
binding (rFossibly in the ssme match) of a3 corresronding variable in
the matchind dosl. Because everws failing dgoal in the matchind clause
body (rossibly failindg because of the binding of one such variable)
must 8lwaus have its rarent nrode as & backtrack rointsy the
derendencies on the rarent created by such variables need not be
exrlicit. The derendency of a dgoal on the rarent can be
sustematically noted by the interrretery when a3 dgoal fails. In that
caser the onlw derendency analysis to be rerformed is that of the
bindind of the variable the head variable has been unified with. This
is the «caser in Examrle 1y of the derendency of W in the body of the

following extra third clause for @ on the binding of Z in doal 2.

c(byardrarW)i- alhrardrarf (W),

In rarticulary the subcase where two variables in a3 clause head
are unified to orne another throudgh one same multirle occurrind
variable in the dgoal» is alreadus catered fory diven that ans doal in
the clause body containing any of such head variables is

systematically made to derend on the rarent node whenever it fails.
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2.2.2) Another case is where 3 doal varisble becomes derendent on
some future binding (rossibly in the same match) of a corresronding

variable in the head!-

2,02
o

a ¢

«241) If there is a3 sindle occurrence of the head variable irn
the heady then the future binding can only be made in the execution of
the body of the clause. Any failure due to the tramsmissiorn of that
bindind via the dHoal variable will derenrd on a subgoal of that doal,
But this subgoal, through its rarent, sautomatically derends on the
matches of all its ancestors, and so slso on the match of the doal
with the clause head, Conseauentlsv the derendency of the doal
variable on the head wvariable established in the match rieed rot be
noted exrlicitly. This is the cases in Examrle 1y of the imelicit
derendency of +the binding b of X on the match of doal 1 with the

second clause for &,

242,2,2) If there is a miltirle occurernce of the head variasble in

the heads the future binding maw be rerformed during the match itselfy
namely with a8 textual ron-varisble term or a (rossibly bound) variable
in the doal. What harrens then is that the head variable is linking
two or more terms in the soal. So any derendencw of those terms on
esach other derends on this match for its transmission. This is the
sole casey redarding the matching of variablesy which needs exrlicit
noting of the match rode as s rotential backtrack rnode because failufe
Caused by the binding transmitted throush the goasl wvarisble mas ot

derend on ans subsoasl of the dHosal., The rnext examrle illustrates this

well,
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0 1 2 3 4 )

L(XyY) o E(Xe Y)Y e (YrW)rr(XyZ)rya(Varl)yr(Var2),

F’(X?X)o
ala)d

r(h).
Examrle 2

At go0sl Sy if Varl stands for W and Var2 for Zy them 811 nodes
are backtrack nodes» since there could exist other clauses for r and
a. If Varl is Y and Var2 is Zy onlw 2 is not 2 backtrack nrode. If

Varl is Y and Var2 is Xy only 2 and 3 are not backtrack nodes.

Let us sum ur our case analusis., Because rarent nodes are alwaus
included as backtrack nodes of failing doals by the interrreters the
rode derendencies created bw simrle transmission of bindings ur and/or
down the tree (through chains of sncestors rossibly linked by common
variables at brother nodes) need rnot be noted exrlicitls. Any node
where a textual non-varisble term is bound to a variable must be
retained as a rotential backtrack node for any constant name now FrFart
of the binding of the varisble. The only other kind of node which
mist also be retained as a backtrack node of bindinds, is where two
(or more) terms refered bs the dgo0al creaste s derendency between them

at that node.

Firnallyy the next examrle exhibits 8 varietw of cases in

combinationy arnd shows the dumamics of irntellingent backtracking,

Before we describe it some rnotation is recuired,
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é,,,.(am'«le(k)):--ur'-clel(Xv Y sWrunclelyrarent(F(X)y Y ),y O0L0~01 0(0)
X
0--0 e 01 a d(e) e 0-2 0--3 a s(e)
3-1 d h(e) e 3-2 3-3 d hie)
garent( W » Y )i-brother(C Y » Z Yyddoal( W » Z ). 200-0,0~11 200y 1)
X
0-3 f{(a) g(e) 0~4 dg(e) Z 0-8 f(a) d9{(b)
2-4 g(e) d(e) 1-8 f(a) hic) 3L0-0+3-110 3(0y 1)
3-3 f(d) hie) 3-4 h(e) Z 2-95 f{8) =€(e) b ¢
4--5 T(4) hie) 4L0~0y3-11 4(0y1)
grclel(arg(V)»V), 1C0~-01 X
0-1 e e 3(0)
X
ugncleldd,h(Vy,yV). 3L0-01
3-1 e e
unclel, uricle2i~unclel,
0--2
brother( Y ¢Z)i-nerhewl( Z drynerhew2( Y )., 200-1+y0~31
2(1+3)
0-4 d(e) Z 0-5 g(h) 0-6 d{e) 200-31 X
3-4 hie) 2 1-5 “hic) 1-6 d(e)
3~5 g(h) 3-6 h(e) 3CL3-1+3-31
4(0+,1+3)
brother( X » X ). 4C ] ¥
2-4 d{e) d(e)
4--4 h(e) hie)
nerhewl{(g(bl)), 1L0-15s0-3y1-41
0-5 1(1+3+4)
3-5 X
nerhewl (h{c)). 1C0-1y0-3v1-~41
1-%
nerhew2(e). 3(3-1¢y3-4]
0-7 3(0y1y4)
1-7 X
nerhew2(d(X)) t-nerphew2(X), 3C3-1:3-4]
0-6 e 0-7 e
1-4 e 1-7 e
doasl(t(ed)rm)., O0L0-31 0(3+5) 1[0~-31 1(L»3¢5)
3 X
g0a8l(fF(X)yN(X)), OLO-3,»0--51 1{0~-1,0-31
200~31 2¢(1y3v4) 403~-33 A(Os1+394)
202~4,0-3,0-11 * AL0~0r3-193~-3+4-41] *
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pelow each doal and successful matching clause head are disrlaved the
pindings of each variable at ocasion i-.J» where J is the AND/OR tree
node number of the matchy and i numbers the wath started the ith time
execution bedan moving forward (including ang backtracking ur to the

roint where execution moved forward adain)d.

Resides each set of clauses for the same rredicater for each
clause there are obdects of the form kLi-drs..]1 for everstime a d031
for that rredicate finallw failed., k is the rath number at the time
of failurey and is followed bws a list of the backtrack nodes denerated
in the subtree of the match node for that dosl and clause. As beforer
j is the node number and i is tﬁe rath rumber of J. To the right of
these obJects is shouwn the comrlete backtrachk stack at the time of the
final fasilure of the dosl. The backtrack stackr with the form

Cdly e v i)
X

incorrorates both the backtrack nodes obtained for the soal from the
comrosition of the backtrack nodes (according to the rule for OR
rnodes) of imdividual clauses for that rredicater and anu backtrack
nodes subsisting from rrevious raths. An X sidnals the next node to
be backtracked to (ie. the most recent node which is on the stack).
Anslusis of backtrack nodes dererated bu conflicts is onls rerformed
after 311 the clauses for a goal have been tried. I1If a8t least one
clause does rot faily» no asnalusis is done at all. Note that analysis

does rnot stor at the first conflict encourterady as urnification doess

but does on to amaluse a3ll conflicts.,
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The first forward rath is 0. Failure occurs of goal(f(a)rd(b))
at 0-8, The first clause for go08l rrovides backtrack nodes 3 gng 53
f conflicts with t and was obtained at 0~37 d conflicts with m and
was obtained st 0~5i derendercys on the transmission at 4 is rot roted
because 4 1s a rarent of 9 and thus Wwill be denerated if 5§ fails;
only 3 is retained, according to the rule for AND' nodesy sirnce it is
the least recenti the rarent rnode is also 3. In the second clausey

only o conflicts with hi so 5 is 8 backtrack rode. Now the riule for

OR nodes merdes 3 and 5 into the sindgle backtrack stack 0(3,5).,

So backtracking returns to 5 (the most recent on the stack)s and Fath
1 bedins. Failure occurs of H0al(f(a)sh(c)) at 1-8. As beforey the
first clause rrovides only 3 as & backtrack node, In the second
clauser the conflict is between 8 and ¢ of the go0aly» and both dgive
backtrack nodes which are ORed into ore same stack’ a3 was obtained at
1 throush 3y and c at 5 through 4, Adgain 4 is not retainedy but 3 is

because it is the rarent. The stack becomes 1(1,3+5),

Backtracking is to 5y where there are Nnodo more clauses. S0 S fazilsy
and its clasuses dive onlw their rarent 4 85 38 backtrack rnode. The

stack is urdated to 1¢1+,3+4).,

At 4 there is still another clauser and rath 2 begins, It fails with
H081(f(a)yg(e)) at 2-5, In the first clauses the conflict of f with t
gives 35 of g with m gives 4 and 1. The rule for AND rnodes retains

only 3, which is also the rarent rode. The resulting stasck is

2(1,3,4),

Backtracking returns to 4 where there are ro more clauses, Since
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there are no conflicting matches with the heads of the clausesy the
packtrack nodes for each clause are .Just the remaining ones inherited
from their bodies rlus their matchind doal’s rarent node, The stackh
is mow 2(1y3). Racktracking then does to 3 wherer similarlsgy the

stack becomes 2(0y1).

Intelligent backtracking rnow Jumrs to 1 over 2 (a loor for standard
packtracking)y and the second clause starts rath 3. It fails with
dq03l(f(d)rh(e)) at 4-5, In the first clauser f conflicts with t
diving 37 h conflicts with m giving 1» 4» and 0, The stack 1is now

4(0s1v374).,

Rack at 4 there are rno more clausesy no conflictsy and the stack
‘becomes 4(0s153)., At 3 there are no more clauses» no conflicts, and
the stack is urdated to 4(0+1)., At 1 there sre no more clausesy no

conflictsy and the stack contains only the tor Ho3l., (Uhf!)

The reader is ursged to make sure s/he understands +this examrley
to comrare its dynamics with that of standard backtrackingy» and to
become convinced that the case analwsis in the rreceding section
covers all the situations s/he can think of. Notice that no solutions
are lost comrared to standard backtracking., On the contrarsr some new
solutions maw be found due to the rossibility of backtracking over
infinite loors, Furthermorey» the order among the solutions -of

standard bachktracking is rreserved,
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6. Reformulation of the orerastional semantics of Frolos

*Ard what means are ours of attsinind the truth? We
shall find these mearns of multisrluying and dathering
distinctness as we rroceed,®

ibidemr» r.451

Let us now reformulaste the orerationasl semantics of FProleodg Horn

clause rFrodgramsy in an informal wayy to take into asccount intellident

backtrackinsg,

To execute a8 doaly the sustem searches for the first clause whose head
matches or wunifies with the 5031‘ The unification rrocess [Robinson
19651 [Robinson 19791 finds the mbst deneral common instance of +the
two termsy which is wunicue if it exists, If a match is found, the
matching clause instance is then activated by emecuting in turny  from
left to right, each of the doals (if ary) in its bodw., IFf at any time
the sustem fails to find a match for 3 =osls it intellidently
backtracksy ie. it reconsiders im turm all the clauses for the failed
g03ls and for each finds the backtrack rodes of every conflict in the
match of the dosl with the clause ; next it comroses the stacks of
backtrack riodes so obtsirned according to the rule for AND branching of
[Fereira 19791 ; then the stack contributed by each clause is merded
with the ones of the other clauses into a singdle backtrack stack,
according to the rule for OR branching of [Fereira 19791y and the
Farent of the failed doal and anw remsinins backtrack nodes are
included in it after that» +the sustem chooses the most recent
backtrack riode on the stacksy fordetting comrletelw all its successor
Nodes, and redects the clause activated at that noder undoing anu

Substitutions made by the match with the head of that clauses
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finallsy it deletes that node from the stacky reconsiders the oridinal
4oal which activated the redected clauseyr and tries to find a

subseauent clause which also matches the doal,
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74 Realistic arrlications of intellident backtracking
"It is row rendered rnecessaruy that I dive the factis - as

far as I comrrehend them muself,®

E.A.Foe in "The facts in the case of M.Valdemar®y r.281
7.1 Mar colouring examrle

Our first examrle is a3 straightforwsard Frodram for colouring any
#lanar mar with 3t most four colours, such that rno two sd.dacent
redions have the same colour (this has been rroved to be aluways

rossible).,

The rrodram consists in 3 comrlete list of rairs of different
coloursr taken from &8 collection of four, These constitute the

admissible rairs of colours for redions rnext to each other.,

next(bluergellow),
next(bluerred).
next(bluerdreen).
next(vellowsblue).
rext(gellowrred),
rnext(wellowrdgreen).
next(redrblue).
next(redruellow).,
next(redrdreen),
next(dreersblue),
next(dreenrvellow).
next(dreenrred).,

To obtsin 3 colouring of a mar such as the one belowr we must
give as a doal to the rrodram sll the rairs of redions that are neut
to each other. This can be done in &8 sustematic waw by first
numbering everw redion in the maesy and thery starting with the lowest

numbery by rairing each redgion with 811 hidgher numbered redions which

starnd riext to it.
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For this mar we have

g0l (R1yR2yR3yR4yREsR6) 1~
rext(R1sR2)y next(R1:sR3)y next(R1yRS)y next(R1yR&6)y
next (R2sR3)y next(R2yR4)y next (R2,RS9)» next(R2yRE6)y
rext (KR3yR4)y nmext(R3IyRé6)y
next(RSYyR6) .,

The effect of intelligent backtracking is best seen im the trace of
standard backtracking below. It drasticaslly imProves'the execution.
To helr to follow the trace we have rerlaced the calls in the doal,
which are of the form next(RirRd)y bw calls of the form

next(itRirJtRd) Accordinglyuy a8 Frogram clause such as

next(bluervellow) has been chandged to next(NilbluesNiluellow).

In its each Frocedure (or reredicate) csll 1is disrlaved with the

current value of its ardumentsy and is rreceded by a number with 3
signy which indicates the AND/OR tree level of the doal beind
disrlaved., Also» each time execution of & doal is successfullw
comrleteds the call is disrlaved asgain with the new current values of
811 its arduments. Adain the current level of the dgoal is indicated,
this time rreceded by a "+* sisgn and the invocation level, In the

tracey functors are in rrefix notation» and numbers receded by -
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are arbitrary names for variables, An  "%*' indicates fTailure of a
goal. Each failing doal is rnumbered andy on the right-hand sides 3
line with arrows roints from the fsiled soal to the s=osl to which
standard backtracking returns. Successful comeletion of s Freviously
failed do0al is signaled by the bo:xed rumber of thaet failed s=oal. On
the left-hand sider similar lires with arrows Foint from a failed gosl
to the roint further down in the trace which would corresrond to an
execution with intellident backtracking, The sedmernts of trace Jumred
over corresrond exactly to the wuseless comrutation of standardg

backtracking, as comrared with the intelligent VETS10mM.

031 (R1yR2)R3+sR4)RSYRE)

~0 €20381(_24,_45,_66y_82y_103,_124)
=1 next(i(1y_24)y3(2,_45))
+1 next(!(lrblued)y!(2ryellow))
=1 next(i(lyblue)y i (3y_64)) <
1 next(i(isbluedsri(3rueallow))
=1 next(i(lsblue) sy (Sy_103))
1 next(i(lsblue)s!(Sywellow))
=1 next(i(lsblued)ryi(b6y_124)) < <t
1 next(i(1lsblue)si(bruellow))
— ~1 next(:(2rygellow)ri(3ruellow)) %1 —-
1 next(i(l,blue)y!(byred))
-1 next(i(2rgellow)ri(3yuellow)) xi
1 next(i(lyblue)si(brdreen))
-1 next(!(2rvellow)si(3yuellow)) X1
+1 next(i(i,blue)r ! (Srred))
=1 next(i(l,blue)ri(b6y_124)) oy <y
1 next(i(1yblue)si(bryellow))
=1 next(i(2yuellow)ri(3ruellow)) %1 -—-I
+1 next(i(lyblue)yi(ébyred))
-1 next(:(2yuellow)ri(3ryuellow)) %1
+1 next(i(1lsbluedyi(brdreen))
=1 next(i(2yuellow)s!(3ruellow)) xi
11 next(i(lyblue)s ! (Srydreen))
~1 next(i(lsbluedyi(éy_124)) <t <
1 next(i(lsbluedri(ébruyellow))
=1 next(i(2rgellow)ri(3rvellow)) X1 —
+1 next(i(l,bluedy?!(brred))
-1 next(i(2rvellow)sr i (3ruellow)) X1
1 next(i(lsblue)si(érdreen))
=1 next(i(2rgellow)ri(3ruellow)) xi
~> +1 next(iC(isyblue)ys!(3yred))

f




>

-1 rexxt(iClyblued»i(95,..103))

-1 next(i(lyblue) by 124))

-1 next(i(2yyellow)»i(3rred))

-1 next(i(2ruwellow)ri(4,y_82)) <} <3
—— -1 next(i(2rvellow)ri(Sruellow)) X2 —d
-1 next(!(2ruellow)ri(Srgellow)) X2

-1 rext(l(2ygellow)ri(Sryuellow)) X2

-1 next(3(2rgyellow)s:(4,_82)) F— <t
-1 rext (i (2ryellow)ri(Srvellow)) X2 —-
~1 next(i(2yuellow)ri(Sryuellow)) %2

-1 next(i(2rvellow)si(Sruellow)) X2

-1 next($(2ryellow)s(4,.82)) <t <
-1 next(i(2ruellow)ri(Sryellow)) X2 —I
-1 next($(2ryellow)ri(Sruellow)) X2
-1 next($(2ruellow)si(Sruellow)) X2
D 41 next(i(1lyblue)si(Srred))
-1 next(i(l,blue)yi(é6»_.124)) < <
-1 next(!(2yuellow)ri(3rred))
-1 next({(2yuellow)y!i(4,.82)) <}——j<q——~
-1 next(i(2ryellow)r»i(Srred))
— -1 next(!(2yryellow)si(bruellow)) %3 —
-1 next(i(2rgellow)yi(Srred))
-1 next(i(2ryellow)ri(bruellow)) *X3 —— 00

-1 next(i(2ruellow)sri(Srred))

-1 next(i(2yyellow)yi(bdruellow)) X3

+1 mext(i(lrblue)ryi(Sygellow))

+1 next(i(lsbluedri(brgellow))

q
<
+1 next(i(2ysellow)ri(3rred)) [0

+1 next(i(2rysellow)ri(4sblue))

+1 next(i(2ryellow)ri(4yred))

+1 rnext(i{(2ryellow)»i(4rdreen))

+1 next(i(lsdluedsi(brred))

-1 mext(i(2ygyellow)ri(3yred))

+1 next(i(2rgellow)ri(3ryred))

+1 next(i(2ygellow)r»i(4sblue))

+1 next(i(2yuellow)si(4yred))

+1 rnext(3(2ygellow)r i (4rdreen))

+1 next(i(lyblue)si(brdreen))

-1 next(i(2ryellow)ri(3rred))

+1 next(!(2syellow)r(3yred))

+1 rext({(2syellow)ri(4yblue))

+1 rext($(2rgellow)ryi(4rred))

+1 riext($(2ryellowdrt(4rdreen))

+1 next(i(lsbluel)sri(bruellow))
431 next(i(2yuellow)syi(3rred))
+1 rext(i(2rvyellow)ryi(4ryblue))

+1 next(i(2ruellow)ri(Srred)) [J

+1 next{i(2rgyellow)ri(4yred))

+1 next(i(2yyellow)y i (Syred))

+1 next(i{(2ruellow)y i (4rdreen))

+1 next(i(2rvyellow)ryi(Srred))

+1 next({(1lybluelryilbryred))

-1 rnext(i(2,gellow)ri(3rred))

+1 next(3(2ryyellow)y!(3rred))

Fade 30



Fage 31

-1 next(i(2ygellow)y!i(4,._82)) <t— <t—
+1 next(t(Qruellow)y3(4vb1ue))
-1 next(3(Qvuellow)r:(5vred))
+1 next(:(2ruellow) sy i (S5, red))
=1 next(i(2rvellow)r!(ébrred))
Tl next(i(2yvellow)risrred)) [3
=1 next (i (3rred)yi(4rblue))
t1 next (! (3rred)ri(arblue))
— ~1 next(i(3yred)si(éyred)) x4 —
+1 next(t(?;uellou)r:(4vred))
-1 nemt(:(zrsellow)r:(S;red))
+1 next(:(Q’sellow);:(Srred))
-1 next(#(?rsellou);:(6rred))
+1 nemt(:(zysellow)v:(6rred))
-1 next(i(3sred)r»i(4yred)) X483 —
+1 next(:(stellow);:(4rsreen))
-1 next(%(Q;Bellow)rt(Srred))
+1 next(t(QvBellow)’z(Srred))
-1 next(z(stellow)r:(6vred))
+1 nemt(:(stellow)y:(6;red))
-1 next(8(3;red);3(4r5reen))
1 next(i(3yred)si(4rgreen))
-1 next(i(3rred)si(brred)) X4
— +1 next(:(lrblue)v3(6;5reen))
-1 next(t(?;sellow);:(3yred))
+1 next(i(2rgellow)sr»!(3,red))
-1 next(t(Q:sellou)::(4:-82))
+1 next(:(2;uellow);:(4sblue))
-1 next(:(Q:sellow);3(5;red))
+1 next(t(Q;sellow)v3(5vred))
-1 next(3(2;sellow)v:(6:sreen))
+1 next(t(Q;sellow)v:(6,sreen))
-1 next(t(3:red)r:(4rblue))
+1 next(i(3rred)y!(4,blue))
-1 next(:(3rred)y:(6;3reen))
+1 next(3(3rred)r:(6v3reen)) []
-1 next(i(Srred)yi(brdreen))
+1 next(i(Srred)y!(brdreen))
+0 5031(bluevsellourred'blueored:sreen)

R4 = bluyey
RS = red,

Ré = dreeny
Rl = bluyey
R2 = gyellowy
R3 = red,
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7.2 Relational database examrle

This examrle deals with an extendable database of students
who take coursessy rrofessors who tesch coursesy and courses held

on certain weekdaws and rooms. Our examrle aquery is

sI1s there a student such that a rrofessor teaches him
two different courses in the same room?"*

auerg(SsF)i- student(SyCl)y
course(ClsD1sR) >y
rrofessor(FyC1l)»
student(S»C2)»
course(C2yD12yR)»
srofessor(FsC2)y
C1 \== C2,

NS LR

student (robertsrrolod).

student (Johriymusic) .
student (Johnyrprolod) .
student (Johrirsurft) .,

student(maryrscience).
student (margsart).,
studernt(marysrhysics).

rrofessor(luissrrolod).
rrofessor(luisysurf).

rrofessor(eurekarmusic).,
rrofessor(eurekarart).
rrofessor(eurekarscience).
rrofessor(eurekarrhuysics).

course(rrologrmonyrooml).
course(rrolodyfrirrooml).

course({surfysunrsbeach).

course(mathsstuerrooml).
course(mathssfrirroom2).

course(sciencerthuyrooml).
coursel{sciencerfrirroom2).

course(artstuesrooml).

course(rhuysicsythuyroomd).
coursel{rhysicsrsatyroom).

Cotnn~t (mMM’c;, .Way ) am&) -
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are ricked wur, Failure occurs adain at 7 but, after backtracking is
made to 4y arother solution is found for C2,» namels rrolod. Howevery
the rrofessor of music is no rrofessor of rrolodg. So 6 fails.
gecause F and C2 have oridinated at 3 and 4, resrectivelwy the stack

is urdated to (0,3y4)., And so on and so back and forth,

Could the auery have been rosed in 3 more efficientluy executed

was 7 For examrlesy could

auerg(SsF) i~ student(S»Cl)y
student (SyC2)
Cl \== (C2y
rrofessor(FyCl)y
Frrofessor(FyC2)y
course(C1l,01,R)y
course(C2yL2yR) .,

NOUM b Wk =

disrense intellidgent backtracking ? No. Failure at 7 becsuse of R
would rrovoke backtrascking to 6» and thereafter to 2 if rno comratible

R was found,

What about the following auery 7

cuerg(SyF) i~ student(SyCl)y 1
student(SsC2)» 2
Cl \== (C2y 3
course(C1,D1,R)y 4
course(C2yN2yR)y 9
rrofessor(F,C1)» 6
Frrofessor(FsC2)., 7
Adain rio. Failure at 7 becsuse P does not teach C2 requires

backtracking to &» and subsequently to 2 if no common F is found for

Cl and C2 as theu stand.

One of our theses is that intelligent backtracking srovides 3
Fowerfuyl runtime form of control for efficient database lookurs which

Can be wused in condunction with forward forms of control. For the



momenty» we rostrone the discussion of control cooreration and of

imrlementation overheads to future sections.

7.3 Scene analusis examrle

The admirably simrle Frogram belowr due to Warren
[Coelho et a3l. 19791, is carable of identifuind each solid in a3 scene
of trihedral solids. It does so by srecifuing for each ¥lane redion R

the body it belonds toy and also its rosition relative to viewroint ¢

whether it is horizontal (h)» leanind to the left (1l)y or lesnindg to

the right (r). Viewroints must be chosen above the scene such that
.all redions fall into one of these c¢atedoriesy ie, no vertical
frontal rlanes are allowed. Edde sedments are also identified bu

8ssidning them labels. Edde sedments serarating a3 visible redion of s
s0lid from an invisible one are labeled *f* (for "frontier"), Edde

sedments serarating two visible redgions of the ssme solid sre labeled
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t+* if thewy belond to a convex intersection of two visible redionsy

and """ 1f they belond to a3 corncave one.

The inrFut to the rrodram consists of 3 list of the edde segments
rresent in the scene. Each edde sedment E serarstind two redions R1
and R2y where R1 is to the right of R2 along the edde segment
Frroduces a g€oal of the form

Lage(R1yR2YE)
where tuee is either vy r» or n» according to whether the edde 1is
verticaly Frositive sloreds or rnedgative slored, Horizortal eddes are
rrecluded by the condition excluding vertical frontal regions, K1y
R2» and E 3are variables to whiéh will be sssidgned the corresronding
identifuing labels., Constrasints on labels are transmitted from ore

goal to asnother throush these variasbles,
1—oF(S500yifyyLs 1), /% srecification of infix furnctor %/

solution(R1% R2% R3} R4} RS; Réy
E15 E2% E35 E47 ESi Eé&5 E77 EB85 E95 E103 E113
E125 E133 E145 E15; E167 E175 E18; E195 E20)¢-

V(ByR1sE1)y r(bIR2YE2)y n(R2ybrEZ), VIR3yhyE4)y
F(R3»brYES)y n(brR1ES)y n(R1IR2YET?) FIR2yR3+EB)
V(R1,R3yE®?)s n(R1yR2yE10)y V(R6IR1ELL), YIRA»R1yE12)
n(R1sR4yE13)y v(R1,RSyE14)y r(R2)RS,E15), N(R&IR2YELL) »
FIR6yR2yE17)y V(RSIRG6YELI8)y s (RSIRA+E19), n{R4,Ré69E20) .

The rrosram consists Just of twelve unit clsuses, four for each
edde slore, A rule like v(1i!Sy riS, +) states that a vertical edge
csn be a convex edde if it serarstes a left leanindg redion belonsindg
to solid S from a right leaning redion belondind to the same solid,

We leave to the reader the exercise of checking out the comrleteness

of these rules.,
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t-op (500 yxFuryLi1), /¥ srecification of infix functor X/
vi1:8y i8Sy 1)

v(riSy 1385y -,

v(Xr 130y )

viriSs X» 1o

p(hiSy riSy 40
F(riSy hiSs =)
(X hiBs .,
p(riSy Xy .
1Sy NSy 4.
n(hiSy 1:8y =)o
n{hiSy X» f).
r(Xy 1:9y 2.

What we want to show is how intellident backtracking imrroves the
ewecution of this srodrami that effect is bhest seen in the trace of

standard backtracking below.

The motation is as exrlained in 7.1 .

solution(RSYES).,

-0 solution(..24,..4%) 106 is R1
-1 v(br__106,..112) 107 is R2
+1 vibr3(ly_.139)sT) '
-1 r(by_107+.113> .
+1 p(byd(hes_147) 1) .
-1 n(sChr_147)sby_.114)
+1 n(i{he_147)sbsf) ~112 is E1
-1 v(_.108yby.115) 113 is E2
+1 v(i{ry_1862) b f) .
-1 PO (rsr_162)rby114) .
+1 (i (rs_162)rby ) ] .

-1 r(bsrt(ly139),_.117)
+1 n(bry $(1y_139) 1)

-1 n{3Cly_139)y$(hy_147)+.118)
+1 mnCi (1 139)r i Chy 139209 4)
-1 2(¢Chy_13P)y i ry_162)y..119)
+1 2 (¢Chy13P) 93 Ty 13F)yt)
-1 v(iC(1y 139t (ry_139), 120
+1 (3 (1y 139yt (ry139)2+4)
~1 nC2(lr_139)yt(hy 139)y.121)
+1 RCsCly139)y3Chy 139)s4)



“1 v 11193 (1y139),.122)

1 v ey 139)y 8 (1y_139)y-)
~1 v 1099301y 139),.123)

1 v Cry_139)58(1r_139)y-)
=1 31y 139)yiCry139)y..124)

+1 v(_ 102, (1y_139)sf)
-1 nCi(ly 139),_109y_124)

1 nli(ly 139)93(hy_139)y4)
-1 v (ly 139)y_110,_125)

1 vl 1399 (ry_139)v4)
=1 FCIChy139) 98 Py 139)y_124)

1 FCIChy139)5 0 (ry139)y4)

=1 n(3Cry_139)»iChy139)y_127)

1 v (ly139)93()y_237),F)
=1 PCIChy  139) 9 8(1y_237),_1246)
1 G (ly 139)98(1y_230)s1)

=1 v(i(1y_139)».110,_12%)

1 v Iy 139)93(ry_139)94)
=1 POICNy 1399 ry_139),_126)
+1 23 (hy 13993 ry_139)s+)
=1 R Crs139)93(hy_139)y_127)
+1 v 1y 139)23(15..238),1)
=1 (I Che_139)93(1y_238)y_124)
1 vOElry 2219 3(1y_139)5F)
=1 nCi(ly 1390y ry_221)y_124)

D +1 v(_ 111581y _139),F)

-1 v(_109»3(19_139)1_123)
1 vCiry139)593(1y_139)y—)
=1 n{i(ly 139)y3(ry_139),_124)
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7.4 Non—attacking chessboard queens examEle

Our mext examele is by now & classic of backtrack studies
[(Didkstra 19721 [Gaschnid 19771 C[EBrusroodshe 19781, UWe shall adain
make recourse of it when exemrlifuing sidetracking techniguesy as

[(Clark et al., 19791 have done.

The =sroblem consists in #lacind n chess gqueens on 3 rkn
chessboard such that rno two ueens attack one another., For the
rurrose of exemrlification we restrict ourselves to the case of four
quUeens., Our srogram is deneral thoudh, Only the inrFut chandes

according to the number of aueens, The inrut for four cueens is
rerm(4.3.2,1.nilsl)y F3ir(4.3.2.1.nilrlQ)y safe(Q)

The rosition of a3 «ueen is srecified by 3 rair of coordinates
(rowscolumn)y and 3 comrlete board confiduration is a list of guch
rairs. Fredicate rrocedure rerm generates a rermutatiorn of four rTOoW
rositions for the four aueens» thereby ensuring that rio two Queens are
on the same row. Fredicate rrocedure rair rairs each element of the
list L of row rositions with & différent column numbers thereby
ensuring that no two aueens are on the same rou. Fredicate rrocedure
safe insrects whether in the list of rairs Q any two queens are on the

same diagonal.

The comrlete rrodram is now rresented.
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perm(nilynil),
PEP"O(XOY'U.U):"" delete(Usr X . YryW)y rerm(W,V),

dEIQte(x1XOY!Y)0
delete(Ur X . Yy X V)i~ delete(lU,Y, V).

gair(nilynilenil),
pair(XeYsUVrr(XsU) WI)I— mair(Y,VUsW).

safe(nil).
safe(Q.K) i~ check(QsR)y safe(R).

check (Qynil).,
check(QrR.S) i~ not_on.diagonal (QyR)y check(QsS).

not.on_diadonal(r(R1,C1)y=(R2,C2)) ¢
mirnds(R1sR2+K)
mirnus{C1,C2yC)»
C \== Ry
minus(R2yR1yNR)y
C.\=== NR,
A rFermutation U.V of X.Y is denerated by taking some element U of
X.Y &8s the first elementy followed by 3 Frermutstion V of the list W
obtained from X.Y by deleting U. #a3ir  simrly  prairs  successive
elements of +the 1list of rermuted rows and the the fixed list of
columns., safe checks each rair adsinst zll followins sa3irs inm  the
list of wrairs, Thus any two rairs avre checked not to be on one same
diagoral. This is accomrlished by subtracting corresronding

coordinates (with sustem rredicate minus)y and making sure thew differ

in absolute value.

rot_on_diagonal redects the aueenboard and causes backtracking
‘when it finds two aueerns on the same diagonal. Standard backtracking
Would gernerate the next rermutations evern thousth it may not aslter the
Coordinates of the conflicting cueens. Intelligent backtracking will
return to the roint in the rermutation generation wheve one of the

conflicting cueens is sssidned g different row if rossible,
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For exameley the first rermutatiorn beind 4,.3.2.1onildy  the first
two  Fairsy #(4,4) ard  #2(3:3)y are the first to confliclt. Stendsrd
packtracking would then rermute the rows of the aueens on  columns 2
and 1 to no awvail. Intelligent backtrackingy on the other hardy
pedins by detecting that the conflicting constants C and R at € \== R
were obtaimed at mirnus(C1,C2,C) and minus(R1,R2yR)y and sets them ur
ss backtrack nodes. Since there are no other alternatives for those
calls thew fail. It then detects the nodes on which the sresence of
Cis C2y R1 and R2 in those doals derendy becsuse C asnd R are macde to
derend on them bs the sustem eredicate winus, Therefore all such
nodes are admissible backtrack nodesy since a3 change in anw  of  the
constants may solve the conflict arisen. The rarent noder
rot_on_diasgonaly is one such node. Other nodes are the first two
calls of rairs where the constants in the rairs r(4,4) aﬁd #(3»3) were
transmitted to those ea3irsy resrectivelw from the first and second
arduments. The rresence of the constants C1 and C2 in the first
ardument of the +two first calls to rair derends only on their
ancestors wur to the inFut dosl rair(4.3.2.1.nilsLsQ). No backtrack
nodes are denerated by that derendencyr since such derendencs on
ancestors is imrlicit in the derendencw on rair alreads established.
The rresence of R1 and R2 in the second ardument of the two first
calls to =sair derends on the two first calls to deleter» where that
ardument was transmitted from the second to the third ardument of the
firgt clasuse for delete. The rresence of R1 and R2 in the second
argument of the first two calls to delete derends on &ll their
ancestors wur to the ineput doasl rerm(4.3,2,1.nilyl)y where the two

constants oridinated.
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To sum ury the successive backtrack nodes dgenerated yrop  this
failure of O N\== K are | firsty mirus(4y351)y minus(Ay2,1) 504 Lhe
rarent not_on_diagonal (r(4,4) = (3,3)) ’ nexty  on failure of the
cecond mirnus(4r391)y the second call to E3iry
a1ir(3.2.1.nil1v3.2.1,nilW)y and the second call to deleter
delete(Us3 2.1 .milsW)y rnexty on failure of the first minus(4y3,1)y

the first call to rairy Fair(4,.3,2.1.ni1»4.3.2,1.ni1yQ)» and the first

call to deleter delete(Us4.3.2.1.nils W),

Finally, everwtime one of these backtrack doals fails because there
are no more clauses for it, its rarent rode is included as a3 bhacktrack
noder and an analysis takes rlace to find reasons for sny  failure of
the doal in matching the clauses. Thusy when not.on_diadonal fails,
there beind no failure in entering its single clauser only its rarenty
checky 1is included. But check also failsy so an analusis takes slace
to examine whw its first cléuse failed to match the dgosl. The reason
is the conflict between the rrinmcirasl functor *." in the binding of R
and nil. check could rerhars be solved if ".* chanded, A  backtrack
node for that chande would be the roint where that =rinciral functor
was obtained. It turns out to be the second call +to rairy» slready
retaired a8s a backtrack node. The fact is that all constant
comronents of F(4y4).W were obtained in the match of the second csll
of rair, Similarlyy anaslysis of the failure of safes ie. the
conflict betweern the binding of @ and nily singles out the first
(inrut) call of rair as the culrrits which was alreads retained as 3

backtrack node,
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The reader is advised to draw ur the AND/OR tree denerated by the

execution of the tor dHoal ur to the first failure of C \== R and to
follow our ardument thoroushly.

7.5 Generating and rarsing grammars examsle

Our next examrle concerns two drammarss S and F. The rroblem 1is
to find some string common to the two drammars. We assidn to & the
role of denerating some string, and to FF the role of rarsing it. The
strinds denerated by S are either the rill strimg or one or more a3’s
followed by ore or more bh’'’s, followed bw one or more a‘sy etc. The
strings accerted by F  are comrosed of alternating rairs of a’s and
rairs of b’sy starting with a8 rair of 87,

The two drammars may be conveniently ewrressed in Prolog’s
drammar rules notation C[Colmerauer 19751 [Fereirs et al., 1978al
[FereirayFCN et al. 19781 [FereirasFCN 19791,

Grammar S

S - L1,

5 == 53y Shr 5.
sa ——= L[al.,

s3 ——-» [alr sa.,

sh ~~3* Chl,

sh -~> Cbl» sb.
Grammar F

rab =~ [araly rb.
#h —— [bybly rab.
The first of the two rules for non-terminal sa» for instancey
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exFresses  that sa can be rarsed as the terminal ar» followed by 3
rarsing of sa, In the other rulesy [ exrresses an emsty sequence  of

terminals, and Lbybl a seauence of two b’s,

Nowy in facty drammar rule notstion is merels a8 convenient
‘syntactic sudgar* for equivalent ordinary Frolodg clsuses exFrressing
the same thind, Each drammar rule takes arn inrFut  string  (op
variable)sr rarses (or denerates) some initisl Fortiony and sroduces
the remaining rortion as outrut for further asnalusis (or deneratiorn).
The arduments reauired for the ineut and outrut are not written

exrlicitle in 8 drammar ruley but the suntax imrlicitly defines them.

For the rurrose of this exrosition, we  work directly with the
ecauivalent Frolog clausessy where those two extrs arduments are made

exrlicit., The above clauses become
Grammar §

s(lsl),
s(L1yL4)3~ sa(L1yL2)y sb(L2yL3), s(L3y50L4).,

sa(a.lyL),
sal(a.L1yL2)!- s3(L1,02),

sb(b.XsX),
sh(b,X1sX2) 1~ sh(X1lsX2),

Grammar F

Fab(a,a.L1sL2)0~ pb(L1sL2),

Fh(b.boL1sL2) 0~ pab(L1sL2),

while the inrut is s(89yil)y rabL(Syrmil) .
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In the sequel we show that while standard backtracking is caught
in the recursive loor of sy intellident bascklracking srrrorristely
Jjumrs over ity and the loor of sby to reach sa. Standard backtrackins

will casuse the successive deneration of the strindgs
nil g.bhenil B8ebeabinil v b vvadebonil

but farsingd will never advance bewvond the first a. 0On the other hand,

intellident backtrackindg successively denerates the strinsgs

nil gisbenil a+bheboenil Be3eDenil Be8Dv3eboni]l S+3+0.8308340in1l

a.a.b.b.nil de8bebeadebenils e
and rarsing will sroceed ss demeration advances,

Let us see how this hasrrens. After redection by F of the null
stringd (rerresented by nil)y 38 simrle backtracking to the rrevious
g0l takes rlace. The string a.b.nil is then dererated, A failure
arises next when rab is called, The conflict is betweern the b in the
inrut strindg and the second 3 in the clause hesd, So the binding of §
must chandge. Where did S aceuire the constant b 7 Now 8 wass bound to
Ll in the second clause for s» and L1 was subseauentlw bournd to a.Ly»
when the call sa(lL1,L2) matched the first clause for sa. $So access to
b is made via this L., This L is made to derend on L2 in the same call
even though L2 has rnot wet acauired a value, It does obtain 3 value
in the rext cally which binds it to b.X, Consecuently, the backtrack
nodes denerated by the conflict are the two above mentioned czlls
(there is no rarent). The next string sernerated is a.b.b.nil, The
same conflict occursy but rnow there are no more clauses for sb st the

first backtrack rnode, So intellident backtracking resorts to the next
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packtrack nodeyr the second clause for sa is activateds and the rmew
strindr a.3.b.nil is rroduced. The rext conflict occurs between b and
nil in  the call to rbs nil was obtasined at the first clause for s,

After Dacktracking, the string a.s.b.a.be.nil is Froduceds andg

subsecuently a.a.bead.a.bonil and 3.83.Debonil.,

We do not further here our anslusis of backtrackindg» for these

and 8ll subseauent failures dive rise to similar derendency snalyses,



fade 47
8. Sidetrackind in lodic rrodgrams

*In that which I now #rorosey we will discard the
interior roints L.eedy and concerntrate our attention uron
its outskirts. Not the least unusuyasl error in
investidations such as these is the limiting of encuiry
to the immediater with total disredard of the collateral
or circumstancisl evernts."®

EsA.Foe in "The mistery of Marie Rodet - a seauel to The
murders in the Rue Mordue®y» F.435

We will rnow bhe concerned with the sresemtation of 3 stratedgws for
the execution of lodic rrodrams in clausal form which is essentially
duramicy since it relies uron runtime evaluation of the deterministic

or non—deterministic character of the dHoasls to be solved.

Any rfroblem is viewedr at any stade in its executions 35 a
conJdunction of sindle doals. A disdunction of doals arrearind in the
Frodram must be viewed as a3 sindle dHosl for which several matching

!
clauses exist whose bodies are rreciselw the doals in each disdunct.

An execution ster is the rerlacement of one of the sindle doals
in the condunction that rerresents the rroblem by the condunction of
do0als ( rossibly rione ) which constitute the bods of the clause
activated bw that doal. This activation may cadse instantiation of
variables of the doal also rresent in other rending doalsy thus

restricting the matchind rossibilities of those doals.

A doal is said to be non-deterministicy 3t a certain stade in the
comruitationy if at that stade it can activate more than one clsuses

otherwiser it is said to be deterministic.
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The main ides behind the stratedwy which we c¢all sidetracking ig
to rostroner at any stadey the rerlacement of rorn-deterministic doals
until 3811 rendindg deterwministic onrnes have been rerlaced. This

requires a runtime evaluation of determinism at each execution ster.

Froceeding this waw has a3 double advantade!

Firsts doind 8ll rossible rerlacements of deterministic doals
before activating riorn—-deterministic ores svoids reactivation of those
deterministic dosls if backtracking takes rlace amond the

rnon-deterministic dosls that follow. We misht say! calculate the

inevitable onces then truy the ortions.

Secondr if 3 failing deterministic rath enists which results from
a rerlacement of a foal then we are sure to srot that failure before

any ( useless ) choices for ron-deterministic gois are aever made,

Detailed descrirtion of oreration!

Starting with the dgo0a3l statementr and throushout the executions
we alwaus have 3 condJdunction of sindle dHoals which we view 3s forming
8 circular list, one of whose do0als is considered to be the current

g0al - 3t the start it will be the leftmost Hosl inm the initial doal

statement.,

An execution ster is rerformed as follows!

We find if the current Hoal is deterministics if noty the newxt
goal in the list becomes the current orne snd is in turn exsmined for

determinism. Two outcomes are rossible for this search!
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1 - The whole list has been searched and no deterministic doal

was found.

The current goal ( the one where the search bedan ) is then rerlaced
py the ( rossibly emrts ) bodw of the first clause it activates: while

the next dgoal in the list becomes the current one.
2 - A deterministic dgoal was found.

If there is a clause activated by the soaly this one is rerlaced by
the clause body ( which may be empty )» and the next doal in the list

becomes the current doal.

If no clause can be activated by the dgosl we are in the rresence of &

failurev and backtracking must ensuer undoing rerlacements made in the
list. Backtracking onlglmakes sense if made to a 3931 for which
alternative replacemengs do isty i.e, a goal that was
ron—~deterministic Just before i?_uas last rerlaced. This fact imrlies
that backtracking ( be it sténdard or intelligent ) can be further
enhanced by automatic skirring over chains of deterministic doals.
The whole Frroblem fails» as usuals, if backtracking rast the tor doal

. . {
statement is reacuired.

A solution to the eroblem is found if the list becomes emrlu.,

Wheny in both outcomesr we talked asbout the next goal in the list
becoming the current one we meant the goal next to the last rerlacind
goal. &o execution of the cordunction of doals is rerformed in
breadth-first manners with sriorituy of determiniétic go0s8ls over

non—-deterministic ones.
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Ideallsy a d0al should only be examined for determirism if that
has not alreads been done with its arguments in the same state as the
current one. So» re-examinastion of a doal should only occur if that
go0al bhas wvariables which have been instantiated after it was last
examined., This can be carried out using the taddind of variables
alreadsy described in the section on intelligent backtrackings and
keering a recordr» for each dgoal, of the last time it was eusmined for

determinism,

To illustrate the dunamics of sidetracking we will return to the
non-attacking chessboard queens examrley in the formulation already

described in section 7.4.

We can see that the first goal rerm(4,3.2.1.milysL) is
deterministicy for it can asctivate only ore clause. It is therefore
rerlaced by del(U1+4,.3.2.1.nilsWl)yrerm(WilsUl), Variable L is nrow

instantiated to U1.V1 arnd so the:condunction of dHosls to solve becomes
del(Ulv4.3.2.1.nil;U1)vPerm(wlvvl)rPair(4.3.2.1.nil;U1.U1rG)rsafe(Q)

The current Ho03l is riow Pair(4.3.2.1.nilvU1.v1;b)v which 1s adain
deterministicr» and is thus rerlaced by rair(3.2,1.nilyV1,Q1)y with

variable Q becoming instantisted to =(4,U1).Q1 .

The mnext ster is the rerlacement of deterministic goal

safe(r(4,U1).Q1) by the condunction check(r(4,U1)yQ1)ysafe(Ql) .

Having comrleted a3 cucle on the listr the current dHoal is riow
del(U1,4.3.2.1.nilsW1)., This time we are in the rreserce of a

non-deterministic #o03lr so we sidetrack ard #roceed to analyse our
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next current doaly rerm(WiyV1)y which is also non-deterministicr and
finally arrive at deterministic sgoal rair(3.2.,1.nilrsV1,Q1), that is
rerlaced by rair(2.,1,nilyV2,Q2)y with V1 row instantiated to U2.V2 and

Q1 to (3 UD).Q2 .

If the reader cares to keer on simulating sidetracking execution
of this ®roblem s/he should arrive st a8 roint when the only dgosls

remainind are non-deterministicy and these are!l

del(U1,4.3.2:1.milyW1)y del(U2)W1,W2)» del(U3,yW2sU4.nil)y

minus(U1,U2,012)y 112 \== 1y D12 \== -1y
miras(U1,U3013)y D13 \== 2y [13 \== -1,
mirws(Ul,U4,014)y D14 \== 3, [14 \== -3,
mirus (U2,U3:023)y 23 \== 1y D23 \== ~1»
minus (U2,U4,024)y D24 \== 2, [24 \== -2,
mins(U32U4,034)y D34 \== 1y D34 \== -1

We are here assuming that doals of ture minus(AsE,C) are redarded
as non-deterministic unléss A and B are instantiateds and similarly
any doal A \== k is considered rnon-deterministic as long as A is
uninstantiated. This Probleﬁﬁfwill be elucidated imn a3 subsecuent

section of this rarer on sidetracking control.

del(U1s4.3.2,1.nilsW1) will be the first non—-deterministic dosl
to be rerlscedr by the bodu of the first clausq it sctivates: er list

of doals becomind

del(U2y3.:2.1.nil»W2)y del(U3sW2yU4.nil)y
mirus(4,U2,012)y D12 \== 1,y D12 \== -1,

*
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No other doal has bhecome deterministic wvet, We mext rerlace dosl
del(U2y3.2,1.,mid W) by the (emrty)  body of the first clause it
activatesy thus dgetting
del(U3y2,1.nilyU4.nil)y
minus(4y3y012)y D12 \== 1, [12 \== -1y

L]

+

Irn the next execution stesr minis(4,3,012) is detected as being
deterministic and so is activated, instantiating D12 to 15 The
following ster is activation of 1 \== 1, now deterministicy which
fails, Backtracking followsy ' to the more recently activated

non—-deterministic goaly del(U2y3.2,1.nil»W2), as is indeed lodgical,

It is not difficult nrow to Ficture the whole rath of the
comrutation. You may notice that rot ever intellidgent backtracking is
required in this rarticular examrley for returning to the more
recently activated nor-deterministic g0l is sﬁfficient to dget the
correct backtrack roint. Noter howevers that in the denerzl case

intelligent backtracking can imProve sidetrackindg execution,
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?2, Control constructs

*hut it will be strandey indeedy if 38 comrrehensive
survewy such 38s I srorosey Livsed Will ot afford us some
minute roints which shall establish &8 dixectioo for
enquirg, *

ibidemy 436
9.1 Intellident backtracking control
Two (unimrlemerted) corntrol constructs are rresented.

1) The first allows the user to srecifyy in case of failure of 3
go0aly which of its brother goals should nevertheless be eiecuted, The

aim is to obtaimn better backtracking informations should some of them

also fail.
Consider the next aueruysy for the database of section 7.2,

auerw(SyP) i~ student(S»C1)y
student (S5»C2)
Cl \== C2,
Frofessor(FsC1l)»
course(ClsND1+R)y
course(C2yN2yR)y
rrofessor(F,C2),

N D Gty

If 6 fails it maw be advarntadeous to execute 7 answay. The backtrack
stack for 6 is (2,5)y while that for 7y in case it failsy is (2y4),
The rule for comrosing stacks at AND’s retsins (2,4) for backtracking
rather than (2:5). Fut another uasy‘it is no use lookinsg for another

room R at jrif F does not teach C2 anuwayd,

some notation for indicatind such drours of brother dgoals 1is needed,
We refrainm however from Frorosing anyy until the articulation of

various forms of control constructs becomes clearer.
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2) The second control construct is exhibited in the following

rrogram for sorting a8 list

sort(Ly8)!{- rerm(LsyS)y ordered(S),

ordered(nil).
ordered{(X.nil).

ordered(X,Y.nil)i—- X@ =< Y y ordered(Y.Z).
where rerm dHenerates rermutations as 1in section 7.4. The control
construct consists in the suffix @ after wvarisble X in the last

clause, It indicates that on failure of X =< Y » onlyw the backtrack
nodes for chandingd term X should be used, The bachktrack nodes for
chandind Y are idgnored. In facty it is no wuse changind Y without
chanding X» since Y would still be rositioned after X in the rermuted

list,

?.2 Sidetrackind control

Because mental simulation of sidetracking execution of a rrodram
is not a8t a8ll easysy the rrodrammer loses the sbility to foresee the
order in which certain doals will be executed. It is nevertheless
very imrortant sometimes to dusrantee that a3 certsin doal will only be
executed after some other doal or Hoals have been totasllw or rartially

executed, This may be for efficiency reasons or because of sustem

restrictions uron the execution of certain doals,

This kind of sroblem carn be solved by the introduction of a3
control construct +that asssociates a3 dgoal with 8 condition (normally
uron its arguments) such that the suystem will skir sctivation of the

goal (sidetrack over it) unless the condition is satisfied.
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Take as anm exam~le this definition for the rredicste drand_rarent !
grand_rarent(X»Z)!i- rarent(X>Y)s rarent(Y,Z).

If we use it for detting the value of an X whose drandrarent is 3
given Z» when rarent(Ys2Z) is ron-deterministics then rarent(X,Y) will
be activated first, This is highly inconvenienty, for any  dround
clause Frarent(arb) will match rarent(X,Y) (X arnd Y are both
uninstantiated)y» and there may be an ermormous amournt of them. It is
really sturid to find for everw rarent Y in the whole rorulation if it

is 38 child of Z.

This can be remedied as outlirned aboves with &8 condition for the

activation of rarent(X,Y) ¢

dgrand_rarent(X»2)i{- ( nonvar(X) or rnonvar(Y¥) ! rarent(XsY) )

rarent(YsZ2),

Thus rarent(Xr»Y) will not be ac{&vated unless X or Y are inmstantisated.

Another examrle would be the use of 8 g0a8l such as XY when we
are not able to guarantee that X and 'Y will have inteder values when
activation of the dosal is tried. We could write instead

( inteder(X) and inteder(Y) ! X<Y )
Conditions maw be used for other conditiors, as in

Pi- C1¢ C2¢ C3: a,
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A second construct 1s  next sresented. I the section on
sidetrackingy we said that s deterministic doal 1is one that activates
at most one clawuse, Activation of & clause» however» should rnot be
construed simrlw as the successful matching of the doal with the
clause head. Additional conditions maw be 1mrosed. The motivation
for doindg so is that some tests on arduments of a dosl cannnl be
rerformed by unification alones but maw be carried out within the body
of the clause (take for examrle the distinction between odd and even
values). Conseauentlyy a dgo0a3l may match several clause heads andg  wet

be deterministic in the sense that on closer insrection only one

clause maw execute the goal.

What we need then is a refinement of the meaning of activation of a
clause by a8 goal to includer besides unification with the clause headys

the verification of a certain condition.

Consider the two clsuses for s (X)

F(X)i- odd(X)y (X)),

FI(X)t- even(X)s s(X).

If activation derends solely on matching any doal (&) Wwill e
considered non-deterministicy while it is obviows that onlws one clause

ma3y rOsSsibly solve the doal.

We will write such clsuses using 3 notation which makes exrlicidl

the conditions for their activation.

FUX) = odd(X) - r(X).

(X)) - even(X)i—- s(X).
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Note that the declarative semantics 1s rreserved., Irn facty we are

simrly using the equivalence between the forms

8 <~ by ¢ and (g <~ b)) «<- ¢

It is essential that the evalustion of conditionsy in  both
constructsy be rerformed so that no backtracking is allowed from
outside into themr» althoush it maw take rlace freely during their

evaluation.

The next examrle further illustrates this saeconi control
construct, It is a8 Horn clause srodgram to comrute the rrimes» in
increasing ordery according to the method krnown as “The sieve of
Eratosthenes®y taken from C[EBruurnooghe 19791. The method itself
consists in deleting from 3 list of the inteders all the multirles of
any inteder dreater than 1. We use rredicate rrocedure sift(LI»LF)
below to exrress the result ofukthis sctivity on the 1list LI of
inteders dgreater than 1 to obtain the list LF of rrimes different from
1. The result L2 of the activity of deleting from a3 list L1 311l the
multirles of & diven integer P is exrressed by rredicate rrocedure
filter(F,L1,L2). PFredicate rrocedure inteder_.list(N,L) relates an
inteder N to the list of inteders starting with N, divide(FsNsRB) is 3
system predicate that merely tests of two diven inteders whether N is
8 multirle of F is E (a8 boolean value). rlus(XyY,Z) is a sustem

Fredicate that dgivern X and Y sroduces Z=X+Y.

Let us mnow look at the eprodram and the ortional control we may
imrose on sidetrackindg in order to achieve a8 wmore efficient

comrytation. Noter in rassindy that Frolodg’s standasrd derth-first



Fage 59

Hl1i- E11 - K12,

H21~ rnot(R11) - g2,
Finally, when more thar one *!* occur in the same body 3s in

H1 ¢~ B11, !y ER12y !y E13, 'y E1l4,

we have

H1i- R11 1- E12$ E13: K14,

H2i- rnot(B1l) (- E2,

This notation accurately describes two different uses of "1+,
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10. Conclusions
*Conclusions such as these oren 38 wide field for

sreculation and exciting condecture.,”’

E.A.Foe in "Narrative of A.Gordon Fum®» lasl rade.

Lodic deals with what follows from what. The correctrness of 3
riece of reasonindy it is foundy does not derend on what the reassoning
is abouts so much as on how the reassoning is done § on the rattern of
relationshirs between the various constituent ideas rather than on the
ideas themselves, We believe this holds as much for the forward

derlovument of reasoning a3s 'well a8s for the retracind of an

unsuccessful line of ardument away from inevitable rereasted failure.

\

In facty intellidgent backtrackinds as we have described it
relies only on the structure of derivations: annd the waw it affects
the obJects therein concerneds so as to direct the recover from an
unsuccessful reasoning ster dwaw from asltermative derivations‘whieh
are bound to fail at the same ster for identicsl reasons. It is &
deneral stratedws of retrocessr» that comrlements extant stratedies for
moving forward. Furthermorer it orens the waw for research into wmore
refined forms of backtrackings where for instance fasiled dosls would
rass back information redarding the admissible ratterns for their

arduments» dleaned from unsuccessful match sttemets,

One other reassoning stratesdwy was sresented in this rarery for
duiding the forward movement of searchr called sidetracking, It is
but arm instance of the well krown erincirle of rrocrastinations which

advises rostronement of the sroblematic until the inevitable has been
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acomrlisheds or at least attemrtedy in the hore that the sroblemstic
might become more restricted in the Froocessy or altodether avoided as

a8 conseaquence of failure of the inmevitable,

Srecificallyy in sidetracking ans runtime-deterministic rendind doal
is rerlaced bw the doals in the body of the clause it activatesy
before any runtime-non-deterministic dgoal is so rerlaced. A runtime
deterministic doal is one that activates at most ore clause. If no
match is fournd for 3 dHoal backttackins takes rlacey of courses be it

of the standard or the intellidgent variety,

A final indredient for imeroving search was put forward, It
incorrorates advice from the rrodgrammers i the form of ortional
control constructs, for guiding rrodram execution. Ideallyy such
constructs should rot interfere with the srogram’s declarative
semanticsy but this requiremert mavy be relsmued to 3116u constructs
which contract the oridinal search sracey at the user’s own risks so

%

long a8s thew don’t extend it.

Our last remark is to the effect of stating that the raradidm of
tagding obdects im a derivational sustem with object srecific
information will rrove to be fertile ground in the near fuature. I
Farticulary in what redards the interslaw of rarallel communicating
Frocesses with backtracking, and in what redards the administration of

hurothetical reasoning.
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*I krow ot [.eed what imFression I maw have madey
s0 Tary uJUrOn  WOUT  OWD understanding 3 but 1 do rnot
nesitate to say that legitimate deductions even from this
rortion of the testimonws L[...1 are in themselves
sufficient to endender 3 susricion which should dive
direction to all further erogress in the investigation of
the musters.’ :

E.A.Foe in *The murders in the Rue Morgue'y F o396
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