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Abstract. Normative systems have been advocated as an effective tool to regulate interaction in multi-agent systems. The use of deontic operators and the ability to represent defeasible information are known to be two fundamental ingredients to represent and reason about normative systems. In this paper, after proposing a framework that combines standard deontic logic and non-monotonic logic programming, deontic logic programs (DLP), we tackle the fundamental problem of equivalence between normative systems using a deontic extension of David Pearce’s Equilibrium Logic and its monotonic basis, the logic of Here-and-There. We also show how deontic logic programs can be used to represent and reason about normative systems, and establish a strong connection with input-output logic.

1 Introduction

Normative systems have been advocated as an effective tool to regulate interaction in multi-agent systems. Essentially, norms encode desirable behaviours for a population of a natural or artificial society. In general, they are commonly understood as rules specifying what is expected to follow (obligations, permissions, . . .) from a specific set of facts. Moreover, in order to encourage agents to act according to the norms, normative systems should also be able to specify the application of rewards/sanctions.

A deontic logic is a logic that deals with the notions of obligation and permission, and it is, therefore, a fundamental tool for modeling normative reasoning. Since the seminal work of von Wright [33] many have investigated and developed systems of deontic logic [13]. One such system is the modal logic KD, usually known as Standard Deontic Logic (SDL) [6]. Although accepted as a fundamental tool for modeling normative assertions, SDL has shown not to be enough for the task of representing norms [7]. For instance, its inability to deal with some paradoxes is well known, namely paradoxes involving the so-called contrary-to-duty obligations. The main difficulty of SDL is the fact that classical implication does not provide a faithful representation for the conditional obligations that usually populate a normative system.
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Several approaches modeling conditional obligations have been proposed and shown to have a more reasonable behavior in the face of the aforementioned paradoxes. These approaches include, for example, works using dyadic modal logics [32, 16] and input-output logic [20].

Another fundamental ingredient for modeling norms is the ability to express defeasible knowledge. This is important for representing exceptions, which are very common in normative rules. Several approaches using non-monotonic logics where applied to the problem of representing and reasoning about norms. Important works on this topic include, for example, the seminal work of Sergot et al. [29], Prakken and Sartor [26], Governatori et al. [3] and Brewka [4].

For all the reasons aforementioned, the representation and reasoning about normative systems would greatly benefit from a framework combining deontic logic and rule based non-monotonic reasoning. It is not surprising, therefore, that some attention has been devoted to the combination of these two notions [23]. Important approaches include the works of McCarty [22] and Lee and Ryu [28], the work of Governatori [12] using deontic rules in defeasible logic, the work of Horty [14], Makinson and van der Torre work using input-output logic [19], and the recent work of Alberti et al using hybrid knowledge bases [2, 1]. Nevertheless, none of the above approaches succeeds in complying with all of the following syntactical and semantical requirements: from a syntactical point of view, a framework for specifying and reasoning with normative systems should have a rich language, thus allowing complex deontic formulas to appear both in the body and in the head of rules. With respect to the semantics, such normative framework should have a declarative semantics. This would allow the agents (the ones that are subject to the normative system), the modeler (the one that writes down the norms) and the electronic institution (the one responsible for monitoring the agents and applying the sanctions/rewards) to reason about the normative system in a simple and clear way. Moreover, fundamental notions such as equivalence, redundancy and consistency should be easily defined in the framework.

In this paper we start by proposing a language for representing and reasoning about normative systems that combines deontic logic with logic programming with default negation. We give it a fully declarative semantics, allowing the definition of a strong notion of equivalence between normative systems.

Two major features distinguish our approach from other formalisms that combine deontic operators with non-monotonic reasoning. First of all, we have a rich language, which allows complex deontic logic formulas to appear in the body and in the head of a rule, combined with the use of default negation. Moreover, at the level of the semantics, we endow the normative systems with a purely declarative semantics, which stems from the stable model semantics of logic programs. Furthermore, by making use of David Pearce’s results on Equilibrium Logic [24] and its relation to strong equivalence in logic programs [17], we can define the fundamental notion of equivalence between normative systems, and, more importantly, we develop a logic which allows us to verify equivalence of normative systems by using logical equivalence.
We end the paper by showing that we can embed an important fragment of input-output logic [19] in our framework.

The paper is structured as follows: in Section 2 we introduce the framework for normative systems, along with some examples. Then, in Section 3, we define the semantics of normative systems and revisit the examples. The study of the notion of equivalence of normative systems is done in Section 4. In Section 5 we prove an embedding result for input-output logic. Finally, in Section 6, we draw some conclusions and point out paths for future research.
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2 Framework

In this section we introduce the main ingredients for setting up a normative framework that jointly combines the expressivity of deontic logic with that of non-monotonic rules from logic programming. We start by briefly introducing standard deontic logic.

2.1 Standard deontic logic

The formal study of deontic logic was highly influenced by modal logic. In fact, standard deontic logic (SDL) is a modal logic with two modal operators, one for obligation and another for permission. We briefly describe SDL, and we refer to [6] for further details.

Formally, the language of SDL, dubbed $L_{SDL}$, is constructed from a set $\text{Prop}$ of propositional symbols using the usual classical connectives $\sim$, $\Rightarrow$, and the unary deontic operator $O$ (obligation). The classical connectives $\lor$ and $\land$ can be defined as abbreviations in the usual way. Moreover, the permission operator can be defined as $P := \sim O \sim$.

The semantics of SDL is a Kripke-style semantics. A Kripke model is a tuple $\langle W, R, \mathcal{V} \rangle$, where $W$ is a set, the possible worlds, $R \subseteq W \times W$ is the accessibility relation, and $\mathcal{V} : W \rightarrow 2^{\text{Prop}}$ is a function assigning, to each world, the set of propositional symbols true in that world. Moreover, the relation $R$ is assumed to be serial, i.e., for every $w \in W$ there exists $w' \in W$ such that $wRw'$. As usual, we define the satisfaction of a formula $\varphi$ in a Kripke model $\mathcal{M} = \langle W, R, \mathcal{V} \rangle$ at a world $w \in W$, by induction on the structure of $\varphi$. 
i) \( M, w \models p \) if \( p \in \text{Prop} \);  
ii) \( M, w \models \neg \varphi \) if \( M, w \not\models \varphi \);  
iii) \( M, w \models \varphi_1 \Rightarrow \varphi_2 \) if \( M, w \not\models \varphi_2 \) or \( M, w \not\models \varphi_2 \);  
iv) \( M, w \models O(\varphi) \) if \( M, w' \models \varphi \) for every \( w' \) such that \( \langle w, w' \rangle \in R \).

We say that an SDL formula \( \varphi \) is a logical consequence of a set \( \Phi \) of SDL formulas, written \( \Phi \vdash_{\text{SDL}} \varphi \), if for every Kripke model \( M = \langle W, R, V \rangle \) and every world \( w \in W \) we have that \( M, w \models \varphi \) whenever \( M, w \models \delta \) for every \( \delta \in \Phi \).  

A formula \( \varphi \) is said to be a SDL theorem if \( \emptyset \vdash_{\text{SDL}} \varphi \).

At this point it is important to stress that we are using the so-called local consequence relation, contrasted with the global consequence relation defined as \( \Phi \vdash_{\text{g}} \varphi \) if for every Kripke model \( M = \langle W, R, V \rangle \) we have that \( M, w \models \varphi \) for every world \( w \in W \) whenever \( M, w \models \delta \) for every world \( w \in W \) and every \( \delta \in \Phi \). These two consequence relations are quite different, and the reason why sometimes this difference is neglected is because the interest is only on the set of theorems, which is the same for both consequences. In our approach, since the consequence relation is a fundamental tool, we do not neglect this difference and work with the local consequence which is more adequate for normative reasoning. From our point of view, the global consequence does not faithfully represent normative reasoning. This can be witnessed, for example, by the fact that we have \( \varphi \vdash_{\text{g}} O(\varphi) \) which is not a valid reasoning if \( O \) is to be read as an obligation.

Let us now continue by defining the notion of logical theory. As we will see, logical theories will play a fundamental role in the definition of the semantics for normative systems.

Definition 1. A set of SDL formulas \( \Phi \) is said to be a SDL logical theory if \( \Phi \) is closed under SDL consequence, i.e., for every \( \varphi \in L_{\text{SDL}} \) if \( \Phi \vdash_{\text{SDL}} \varphi \) then \( \varphi \in \Phi \).

We denote by \( \text{Th}(\text{SDL}) \) the set of theories of SDL. A fundamental property of the set of theories is that the tuple \( \langle \text{Th}(\text{SDL}), \subseteq \rangle \) is a complete lattice with smallest element the set \( \text{Theo}(\text{SDL}) \) of theorems of SDL and greatest element the set \( L_{\text{SDL}} \) of all SDL formulas. Given a subset \( A \) of \( L_{\text{SDL}} \) we denote by \( A^{\vdash_{\text{SDL}}} \) the smallest SDL theory that contains \( A \).

2.2 Deontic logic programs

Deontic logic programs are composed by rules that resemble usual logic program rules\(^\dagger\), but where complex SDL formulas can appear in the place where only atoms where allowed.

Definition 2. A deontic logic program is a set of rules

\[
\varphi \leftarrow \psi_1, \ldots, \psi_n, \text{not } \delta_1, \ldots, \text{not } \delta_m
\]

where \( \varphi, \psi_1, \ldots, \psi_n, \delta_1, \ldots, \delta_m \in L_{\text{SDL}} \).

\(^\dagger\) For an overview of logic program rules see, e.g., [18].
As usual, the symbol $\leftarrow$ represents rule implication, the symbol $\land$ represents conjunction and the symbol $\neg$ represents default negation. A rule $\varphi \leftarrow \psi_1, \ldots, \psi_n, \neg \delta_1, \ldots, \neg \delta_m$ has the usual reading that $\varphi$ should hold whenever $\psi_1, \ldots, \psi_n$ hold and $\delta_1, \ldots, \delta_m$ are not known to hold. We should note that these deontic logic programs can be seen as a particular case of the general construction presented in [10].

A definite deontic logic program is a set of rules without negations as failure, i.e. of the form $\varphi \leftarrow \psi_1, \ldots, \psi_n$.

Note that, contrarily to some works in the literature [12, 19, 14], deontic formulas can appear both in the head and in the body of a rule and, moreover, they can be complex formulas and not just atomic formulas. This extra flexibility is relevant, for example, to deal with non-compliance and application of sanctions. We can use the rule

$$O(payFine \lor (apologize \land paySame)) \leftarrow O(pay), \neg pay$$

to express that if an agent has the obligation to pay some bill, and it is not known that the agent has payed it, then the agent is obliged to pay a fine or apologize and pay the same amount.

### 2.3 Normative systems

We now define the central concept of normative system. A normative system is usually understood as a set of rules that specify what obligations and permissions follow from a given set of facts, and, moreover, specify sanction/rewards. In our approach, we directly use the deontic logic programs introduced in the previous section to represent a normative system.

**Definition 3.** A normative system $\mathcal{N}$ is a deontic logic program.

Another important notion is that of a set of facts$^2$. A set of facts not only represents the state of the environment that is populated by the agents (using formulas without deontic operators), but also the normative state (using formulas with deontic operators).

**Definition 4.** A set of facts is a set $\mathcal{F}$ of SDL formulas.

In what follows, we abuse notation and will often write $\mathcal{F}$ to refer to its correspondent set of deontic logic program’s rules ($\varphi \leftarrow : \varphi \in \mathcal{F}$).

In normative multi-agent systems [30] there is usually the distinction between the so-called brute facts, which represent the state of the environment shared by the agents, and the institutional facts, which represent the normative/institutional state of the multi-agent system. Although in this paper we have adopted a simplified notion of set of facts - by not distinguishing between brute and institutional facts - the richness of our language allows us to incorporate this distinction easily.

---

$^2$ In this work we use the word *fact* with its usual meaning in the literature of normative multi-agent systems. This should not be confused with the logic programming notion of *fact*.
2.4 Examples

Now that we have defined an expressive language for representing norms, we illustrate its use in some examples. Of course, the examples, and especially the way they are handled by our framework, can only be fully understood after the definition of the semantics. However, we opt for presenting them already here, even if the expected results are only informally spelled out, so that the reader can understand what the language can be used for.

Example 1. Consider the following normative statement adapted from [27].

You should have neither a fence nor a dog. But, if you have a dog you should have both a fence and a warning sign. In a situation where you have a dog what obligations should hold?

This statement is an example of a contrary-to-duty paradox. Contrary-to-duty paradoxes are very important in the area of deontic reasoning. Not only were they crucial for revealing some of the weaknesses of SDL in modeling norms, but, more importantly, they provided fundamental intuitions for the extensions of SDL that overcame some of these weaknesses. In a nutshell, contrary-to-duty paradoxes encode the problem of what obligations should follow from a normative system in a situation where some of the existing obligations are already being violated.

The following is a first attempt to represent the above normative statement using our framework.

\[
\begin{align*}
O(\neg \text{dog} \land \neg \text{fence}) & \leftarrow \\
O(\text{fence} \land \text{warningSign}) & \leftarrow \text{dog}
\end{align*}
\]

The problem is that, intuitively, there are circumstances in which this normative system can lead to inconsistency. In fact, if \( F = \{ \text{dog} \} \), the conflicting obligations \( O(\neg \text{dog} \land \neg \text{fence}) \) and \( O(\text{fence} \land \text{warningSign}) \) both follow from the normative system. This reading is in accordance with, for example Prakken and Sergot [27].

If we take a closer look at the description of the problem we can see that the first rule of the normative system wrongly does not distinguish between the two obligations appearing there. While the obligation not to have a dog is unconditional, the obligation not to have a fence is not. It has an exception: the case where you have a dog. Therefore, a proper representation should use default negation to model this exception.

\[
\begin{align*}
O(\neg \text{dog}) & \leftarrow \\
O(\neg \text{fence}) & \leftarrow \neg \text{dog} \\
O(\text{fence} \land \text{warningSign}) & \leftarrow \text{dog}
\end{align*}
\]

Intuitively, the above normative system never yields an inconsistency, since the rules for \( O(\neg \text{fence}) \) and \( O(\text{fence} \land \text{warningSign}) \) now have bodies that cannot hold at the same time (\( \text{dog} \) and \( \neg \text{dog} \)). Moreover, given the set of facts \( F = \{ \text{dog}, \text{fence} \} \) the consequences of \( N \cup F \) include \( \{ \text{dog}, \text{fence}, O(\neg \)
Therefore, on the one hand, we are able to detect a violation of the obligation not to have a dog, and, on the other hand, the fact that we have a fence is not a violation, because the fact that there is a dog prevents the derivation of the obligation not to have a fence. We argue that this kind of reasoning is relevant. Consider, for example, that there are rules for applying sanctions in case of violations, i.e., we augment $N$ with the rules $O(fineD) ← O(∼ dog), dog$ and $O(fineF) ← O(∼ fence), fence$. Then, given the set of facts $F = \{dog, fence\}$, the obligation $O(fineD)$ is entailed by the normative system but $O(fineF)$ is not.

**Example 2.** Consider now an example of an online store that sells musical DVDs. It has registered clients that can order DVDs. The premium clients are granted a discount, and regular clients can become premium clients by buying a card. Since the store has expenses whenever a client makes an order, it needs a normative mechanism to enforce some fine to those clients that have ordered some product but didn’t pay it. Consider the following normative system $N$ representing the store’s normative rules.

\[
\begin{align*}
\text{premium}(X) & \leftarrow \text{buyCard}(X), \text{client}(X) \\
\text{discount}(X,Y) & \leftarrow \text{client}(X), \text{product}(Y), \text{premium}(X) \\
O(\text{pay}(X,Y)) & \leftarrow \text{client}(X), \text{product}(Y), \text{ordered}(X,Y) \\
O(\text{pay}200(X,Y)) & \leftarrow O(\text{pay}(X,Y)), \text{not discount}(X,Y) \\
O(\text{pay}100(X,Y)) & \leftarrow O(\text{pay}(X,Y)), \text{discount}(X,Y) \\
\text{paid}(X,Y) & \leftarrow O(\text{pay}200(X,Y)), \text{pay}200(X,Y) \\
\text{paid}(X,Y) & \leftarrow O(\text{pay}100(X,Y)), \text{pay}100(X,Y) \\
O(\text{fine}(X,Y)) & \leftarrow O(\text{pay}(X,Y)), \text{not paid}(X,Y).
\end{align*}
\]

The outcome of the normative system depends, of course, on the actual set of facts. Consider, for example, $F = \{\text{client}(Bob), \text{product}(U2), \text{ordered}(Bob, U2)\}$, i.e., Bob ordered a U2 DVD but he didn’t pay anything. Then $O(\text{fine}(Bob, U2))$ should follow from the normative system. Now suppose that Bob ordered a U2 DVD and payed only 100€, i.e., $F = \{\text{client}(Bob), \text{product}(U2), \text{ordered}(Bob, U2), \text{pay}100(Bob)\}$. In this case $O(\text{fine}(Bob, U2))$ should also follow from the normative system.

Suppose that Bob ordered a U2 DVD and payed 200€, i.e, $F = \{\text{client}(Bob), \text{product}(U2), \text{ordered}(Bob, U2), \text{pay}200(Bob)\}$. In that case $O(\text{fine}(Bob, U2))$ should no longer follow from the normative system. In the same way, the obligation $O(\text{fine}(Bob, U2))$ should not follow in case $F = \{\text{client}(Bob), \text{product}(U2), \text{ordered}(Bob, U2), \text{pay}100(Bob), \text{buyCard}(Bob)\}$, i.e, Bob ordered the U2 DVD, bought the premium client card and payed 100€, taking advantage of his premium client discount.
3 Semantics

In order to allow agents and institutions to reason about a normative system, it is very important that it has a rigorous formal semantics which, at the same time, should be clean and as simple as possible.

In this section we present a declarative semantics for normative systems, by defining a stable models like semantics [9] for deontic logic programs.

3.1 Stable model semantics

The definition of a semantics for deontic logic programs is not straightforward due to their complex language. Recall that a deontic logic program, instead of atoms, can have complex SDL formulas in the head and body of its rules. The problem is that, contrarily to the case of atoms, these formulas are not independent. A key idea to overcome this difficulty is to define a notion of interpretation that accounts for such interdependence between these “complex atoms”.

Definition 5. An interpretation is a theory $T$ of SDL.

Recall that a theory of SDL is a set of SDL formulas that is closed under SDL logical consequence. The key idea of taking theories of SDL as interpretations, contrasts with the usual definition of an interpretation as any set of atoms, allows the semantics to cope with the interdependence between the SDL formulas appearing in the rules.

Definition 6. An interpretation $T$ satisfies a rule

$$\varphi \leftarrow \psi_1, \ldots, \psi_n, \text{not } \delta_1, \ldots, \text{not } \delta_m$$

if $\varphi \in T$ whenever $\psi_i \in T$ for every $i \in \{1, \ldots, n\}$ and $\delta_j \notin T$ for every $j \in \{1, \ldots, m\}$.

An interpretation is a model of a deontic logic program $\mathcal{P}$ if it satisfies every rule of $\mathcal{P}$. We denote by $\text{Mod}(\mathcal{P})$ the set of models of $\mathcal{P}$. The ordering over interpretations is just set theoretical inclusion and the notions of minimal and least interpretations are defined as usual.

To assign semantics to deontic logic programs we start, as it is usually done, by assigning semantics to definite deontic logic programs, i.e, programs without default negation. Recall that the stable model of a definite logic program is its least model. To define a similar semantics for definite deontic logic program, we need first to prove the following theorem:

Theorem 1. Every definite deontic logic program $\mathcal{P}$ has a least model, which we denote by $\text{least}(\mathcal{P})$.

Proof. Consider the set $S_{\mathcal{P}} = \bigcap_{T \in \text{Mod}(\mathcal{P})} T$. Note that $S_{\mathcal{P}}$ always exists since $\langle \text{Th}_{SDL}, \subseteq \rangle$ is a complete lattice. Moreover, it is clear that $S_{\mathcal{P}}$ is included in every model of $\mathcal{P}$ and it is trivial to prove that $S_{\mathcal{P}}$ is still a model of $\mathcal{P}$. 
To define the stable model semantics of a deontic logic program we use a Gelfond-Lifschitz like operator.

**Definition 7.** Let \( \mathcal{P} \) be a deontic logic program and \( T \) an interpretation. The GL-transformation of \( \mathcal{P} \) modulo \( T \) is the program \( \mathcal{P}_T \) obtained from \( \mathcal{P} \) by:

- removing from \( \mathcal{P} \) all rules which contain a literal not \( \varphi \) such that \( \varphi \in T \);
- removing from the remaining rules all default negated literals.

Since \( \mathcal{P}_T \) is a definite deontic program, it has an unique least model. We define \( \Gamma_\mathcal{P}(T) = \text{least}(\mathcal{P}_T) \).

**Definition 8.** An interpretation \( T \) is a stable model of a deontic logic program \( \mathcal{P} \) if \( \Gamma_\mathcal{P}(T) = T \). We denote by \( \text{SM}(\mathcal{P}) \) the set of all stable models of \( \mathcal{P} \). A SDL formula \( \varphi \) is true under the stable model semantics of \( \mathcal{P} \), denoted by \( \mathcal{P} \models_{\text{SM}} \varphi \), if it belongs to every stable model of \( \mathcal{P} \).

We can use the semantics of deontic logic programs to define the semantics of normative systems given a particular set of facts.

**Definition 9.** Let \( \mathcal{N} \) be normative system and \( \mathcal{F} \) a set of facts. Then, a SDL formula \( \varphi \) is said to be a consequence of \( \mathcal{N} \) given \( \mathcal{F} \) if \( \mathcal{N} \cup \mathcal{F} \models_{\text{SM}} \varphi \). We denote by \( \text{SM}_{\mathcal{F}}(\mathcal{N}) \) the set of all such consequences.

Now that we have defined a semantics for normative systems, we discuss three important related concepts: equivalence, redundancy and consistency.

**Equivalence** The notion of equivalence is very important in the area of logic programming. Usually two logic programs are dubbed equivalent if they have the same stable model semantics. Nevertheless, it became evident that this definition of equivalence is too weak in the sense that it is not immune to the addition of contexts. For example, consider given a program \( \mathcal{P} \) and suppose we want to replace part of \( \mathcal{P} \) with an equivalent set of rules. There is no guarantee that the resulting program is equivalent to \( \mathcal{P} \). Therefore, a stronger notion of equivalence between logic programs, dubbed strong equivalence, was defined precisely as equivalence under the presence of any context [17].

We now generalize this notion of strong equivalence to deontic logic programs.

**Definition 10.** Let \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) be two deontic logic programs. We say that \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) are strongly equivalent, denoted by \( \mathcal{P}_1 \equiv_s \mathcal{P}_2 \), if for any deontic logic program \( \mathcal{P} \), the programs \( \mathcal{P}_1 \cup \mathcal{P} \) and \( \mathcal{P}_2 \cup \mathcal{P} \) have the same stable models.

This notion of strong equivalence provides a robust definition of equivalence between normative systems. Robust in the sense that two equivalent normative systems have the same semantics even in the presence of an additional set of rules. This robustness can also be seen in a different, but equally important, perspective. Imagine that we have a normative system and we want to substitute part of it by an equivalent simplification. In that case, only the use of strong
equivalence guarantees that the semantics of the entire normative system is not affected by this change.

As it is usual in other notions of equivalence of normative systems (for example [19]), it is not feasible to check for strong equivalence due to the universal quantification it involves. It would be nice to have a mechanism to prove equivalence of two normative systems by just comparing them. In fact, contrary to other approaches, in Section 4.1, inspired by David Pearce’s results on strong equivalence of logic programs, we define a logic in which we can check strong equivalence of deontic logic programs just by checking logical equivalence.

In some situations the notion of strong equivalence may be seen as too strong, e.g. when there are restriction on the kind of predicates describing the environment (i.e. those that can be added as facts). Interestingly, in logic programming there is a weaker notion of equivalence, called uniform equivalence [8, 25], which restricts the contexts that can be added to the programs. We generalize this notion of uniform equivalence to the framework of deontic logic programs.

Definition 11. Let $P_1$ and $P_2$ be two deontic logic programs. We say that $P_1$ and $P_2$ are uniformly equivalent, denoted by $P_1 \equiv_u P_2$, if for any set $F$ of deontic formulas, the programs $P_1 \cup \{ \varphi \leftarrow \varphi \in F \}$ and $P_2 \cup \{ \varphi \leftarrow \varphi \in F \}$ have the same stable models.

Note that, clearly, two strongly equivalent deontic logic programs are also uniformly equivalent.

Redundancy Using the notion of strong equivalence we can define the important notion of redundancy.

Definition 12. Let $P$ be a deontic logic program and let $r$ be a rule of $P$. Then, $r$ is redundant with respect to program $P$ if $P \equiv_s P \setminus \{r\}$.

Redundancy is important for normative systems simplification. If a rule is redundant with respect to a normative system, we can safely remove it without affecting the semantics of the normative system.

Consistency Another important property of a normative system is consistency. When can we say that a normative system is consistent with a set of facts? Here we adopt a definition which in line with the one proposed in [19].

Definition 13. Given a normative system $N$ and a consistent set of facts $F$, we say that $N$ is consistent with $F$ if the deontic logic program $N \cup F$ has a consistent stable model. A normative system $N$ is consistent if for any consistent set of facts $F$, $N$ is consistent with $F$.

Let us clarify this definition with the help of an example. Consider the first normative system presented in Example 1,

$$N = \{O(\sim \text{dog} \land \sim \text{fence}) \leftarrow, O(\text{fence} \land \text{warningSign}) \leftarrow \text{dog} \}.$$
Clearly, there is a conflict between the two heads of the rules whenever *dog* is the case. In fact, if we take the consistent set \( F = \{ \text{dog} \} \), the program \( N \cup F \) has only one stable model, the set of all SDL-formulas, which is not a consistent set. Therefore, according to our definition, this normative system is not consistent with \( F = \{ \text{dog} \} \).

Consider now the second normative system of Example 1,
\[
N = \{ O(\sim \text{dog}) \leftarrow, O(\sim \text{fence}) \leftarrow \text{not dog}, O(\text{fence} \land \text{warningSign}) \leftarrow \text{dog} \}.
\]
In this case, although there is a conflict between the head of the rules, it is clear that the bodies of these rules cannot be true at the same time. Therefore, \( N \) is a normative system which is consistent not only with the set \( F = \{ \text{dog} \} \), but also with any set of facts containing only formulas without deontic operators.

### 3.2 Examples revisited

We now revisit the examples of Section 2.4 and present the semantics of the normative system introduced there.

**Example 3.** Consider the normative system of Example 1. Suppose that \( F = \{ \text{dog} \} \) is the current set of facts. Then \( SM_F(N) = \{ \text{dog}, O(\sim \text{dog}), O(\text{fence}), O(\text{warningSign}) \} \). Suppose now that it is not known whether you have a dog, i.e., \( F = \{ \} \). Then \( SM_F(N) = \{ O(\sim \text{dog}), O(\sim \text{fence}) \} \), i.e., the obligation \( O(\sim \text{fence}) \) now follows from the normative system and \( O(\text{warningSign}) \) no longer follows.

**Example 4.** Consider the normative system of Example 2. Suppose that \( F = \{ \text{client}(\text{Bob}), \text{product}(U2), \text{ordered}(\text{Bob},U2) \} \), i.e., Bob ordered a U2 DVD but he didn’t pay anything. Then, \( SM_F(N) = \{ O(\text{pay}(\text{Bob},U2)), O(\text{pay200}(\text{Bob},U2)), O(\text{fine}(\text{Bob},U2)) \} \). As expected, \( O(\text{fine}(\text{Bob},U2)) \) is a consequence of the normative system.

Suppose now that \( F = \{ \text{client}(\text{Bob}), \text{product}(U2), \text{ordered}(\text{Bob},U2), \text{pay100}(\text{Bob}), \text{buyCard}(\text{Bob}) \} \), i.e., Bob ordered the U2 DVD, bought the premium client card and payed 100€. Then, \( SM_F(N) = \{ \text{client}(\text{Bob}), \text{product}(U2), \text{ordered}(\text{Bob},U2), \text{pay100}(\text{Bob}), \text{buyCard}(\text{Bob}), \text{premium}(\text{Bob}), \text{discount}(\text{Bob},U2), O(\text{pay}(\text{Bob},U2)), O(\text{pay100}(\text{Bob},U2)), O(\text{paid}(\text{Bob},U2)) \} \).

### 4 Equivalence of normative systems

Due the explicit universal quantification, it is not feasible to prove the strong equivalence of two normative systems by direct use of the definition. As we will see, the same phenomena appears, for example, in the context of input-output logics [19]. In this section we define a deontic extension of the logic of here-and-there (HT) [17], and prove that logical equivalence in this logic provides a necessary and sufficient condition for checking strongly equivalence of normative systems. This construction can be seen as a particular case of the general construction presented in [11].
4.1 Deontic equilibrium logic

Equilibrium logic [24], and its monotonic base – the logic of here-and-there (HT) – provide a logical foundation for the stable models semantics of logic programs [9], in which several important properties of logic programs under the stable model semantics can be studied. In particular, it can be used to check strong equivalence of programs by checking logical equivalence in HT (cf. [17]).

In this section we define a deontic version of HT, dubbed HTSDL. The key idea is that a deontic logic program can be naturally translated to a set of formulas in HTSDL, one for each rule of the program, and strong equivalence of two deontic logic programs can be checked by proving logical equivalence of the corresponding sets of formulas.

The language of HTSDL is build constructively from the formulas of SDL using the connectives $\perp$, $\neg$, identified with the HT language. A rule $\phi$ corresponds to sets of formulas. Two deontic logic programs can be checked by proving logical equivalence of the HT formulas in idea is that a deontic logic program can be naturally translated to a set of strong equivalence of programs by checking logical equivalence in HT (cf. [17]).

The semantics of HTSDL is a generalization of the intuitionistic Kripke semantics of HT. A frame for HTSDL is a tuple $(W, \leq)$ where $W$ is a set of exactly two worlds, say $h$ (here) and $t$ (there) with $h \leq t$. An HTSDL interpretation is a frame together with an assignment $i$ that associates to each world a theory of SDL, such that $i(h) \subseteq i(t)$. It is convenient to see a HTSDL interpretation as an ordered pair $(T^h, T^t)$ such that $T^h = i(h)$ and $T^t = i(t)$ where $i$ is the interpretation’s assignment. We define the satisfaction relation between an HTSDL interpretation $I = \langle T^h, T^t \rangle$ at a particular world $w$ and a HTSDL formula $\delta$ recursively:

i) for $\varphi \in L_{SDL}$ we have that $\langle T^h, T^t \rangle, w \models \varphi$ if $T^w \models L \varphi$;
ii) $I, w \not\models \perp$;
iii) $I, w \models (\delta_1 \cup \delta_2)$ if $(T^h, T^t), w \models \delta_1$ or $(T^h, T^t), w \models \delta_2$;
iv) $I, w \models (\delta_1 \cap \delta_2)$ if $(T^h, T^t), w \models \delta_1$ and $(T^h, T^t), w \models \delta_2$;
v) $I, w \models (\varphi \equiv \psi)$ if $\forall w \leq w'$ we have $I, w' \not\models \varphi$ or $I, w' \models \psi$.

We say that an interpretation $I$ is a model of an HTSDL formula $\delta$ if $I, w \models \delta$ for every $w \in \{h, t\}$. A formula $\delta$ is said to be a consequence of a set of formulas $\Phi$, denoted by $\Phi \models_{HTSDL} \delta$, if for every interpretation $I$ and every world $w$ we have that $I, w \models \delta$ whenever $I, w \models \delta'$ for every $\delta' \in \Phi$. Two sets of formulas $\Phi_1$ and $\Phi_2$ are said to be equivalent if $\Phi_1 \models_{HTSDL} \psi$ for every $\psi \in \Phi_2$ and $\Phi_2 \models_{HTSDL} \psi$ for every $\psi \in \Phi_1$.

The following is the main theorem of this section. Its proof can be obtained by adapting the general result proved in [11]. It allows us to prove strong equivalence of two deontic logic programs by checking if the two programs are logically equivalent in HTSDL.

**Theorem 2.** Let $P_1$ and $P_2$ be two deontic logic programs. Then, $P_1$ and $P_2$ are strongly equivalent iff $P_1$ and $P_2$ are logically equivalent in HTSDL.
5 Embedding Input-output Logic

In this section we show that the deontic logic programs are expressive enough to embed input-output logic. As a consequence, in the end of the section we show that deontic HT is a sound tool to check equivalence in the sense of input-output logic. We start by introducing input-output logic.

5.1 Input-Output Logic

The key idea in input-output logic (IO logic) [19] is to represent norms using pairs of formulas, rather than with just formulas, as it is usual in deontic logics. The central elements in the language of IO logic are, therefore, the pairs \(\langle \varphi, \psi \rangle\), where \(\varphi\) and \(\psi\) are classical propositional formulas. Intuitively, a pair \(\langle \varphi, \psi \rangle\) represents the conditional norm that whenever the body \(\varphi\) (the input) is true then the head \(\psi\) (the output) is obligatory. As an example, the pair \(\langle \text{driving} \land \text{redSignal}, \text{stop} \rangle\) can be seen as the representation of the norm stating that, whenever you are driving and there is a red signal, you have the obligation to stop.

Definition 14. A generating set is a set \(G\) of pairs of propositional formulas.

Generating sets can be seen as the formal representation of a normative code, i.e., a set of conditional norms. The term generating set comes from the intuition that it generates the output from a given input. An input is a set \(A\) of propositional formulas.

Given a generating set \(G\) and an input \(A\), we consider the set
\[
G(A) = \{ \psi : \langle \varphi, \psi \rangle \in G \text{ and } \varphi \in A \}.
\]

Intuitively, the set \(G(A)\) can be seen as the direct consequences of the normative system \(G\) given that the formulas of the input \(A\) hold. This construction of \(G(A)\), however, does not take into account the logical interdependence between formulas. For example, if \(G = \{ \langle p, q \rangle \}\) and \(A = \{ p \land r \}\) then \(q \notin G(A)\). To cope with this interdependency the so-called out operations were defined. The idea is that the out operations represent the different ways in which the logical interdependence between formulas can be handled.

The semantics of IO logic is an operational semantics which is parametrized by the choice of this out operations. Operation \(\text{out}(G, A)\) takes a generating set \(G\) and an input \(A\) and returns a (output) set of formulas. Four natural out operations are usually considered: the simple-minded operator \(\text{out}_1\), the basic operator \(\text{out}_2\), reusable operator \(\text{out}_3\), and reusable basic operator \(\text{out}_4\).

Here, we focus on two of these operators\(^3\): \(\text{out}_1\) and \(\text{out}_3\). Given a set \(A\) of formulas we denote by \(\text{Cu}(A)\) the set of consequence of \(A\) in classical logic. Recall that a classical theory is a set \(T\) such that \(\text{Cu}(T) = T\). We can now define the out operations.

\(^3\)We do not consider all four operators because the other two are less interesting, and considering them would turn the definitions lengthy, almost repetitive, and not particularly more interesting.
Definition 15. Given a generating set $G$ and an input $A$, we define:

- $\text{out}_1(G, A) = Cn(G(Cn(A)))$
- $\text{out}_3(G, A) = \bigcap\{Cn(G(B)) : A \subseteq B, B = Cn(B), \text{and } G(B) \subseteq B\}$

Moreover, for each operator $\text{out}_n$, we can consider $\text{out}^+_n$, the correspondent throughput operator that allows inputs to reappear as outputs. These operators are defined as

$$\text{out}^+_n(G, A) = \text{out}_n(G \cup \text{Id}, A)$$

where the $\text{Id}$ is the identity binary relation, i.e., is defined as $\text{Id} = \{\langle \varphi, \varphi \rangle : \varphi \text{ classical formula}\}$.

In what follows, we use $\text{out}(G, A)$ to refer to any of the above $\text{out}$ operations.

Although the above formulation of IO logic already gives a reasonable account of conditional obligations, it is not enough for reasoning with contrary-to-duty situations. Recall that contrary-to-duty situations encode the problem of what obligations should follow from a normative system in a situation where some of the existing obligations are already being violated. Contrary-to-duty situations were called paradoxical only because SDL failed to give them a reasonable account. They are, in fact, very common in a normative scenario. The norms of a normative system should not be seen as hard constraints, i.e., the obligations in a normative system can be violated and, in those cases, the normative system should also specify what sanctions follow from these violations.

In order to cope with contrary-to-duty paradoxes, IO logic was extended in [20]. In this approach, contrary-to-duty situations were connected with problems related with consistency. The issue was how to deal with excessive output, i.e., those cases in which the output was itself inconsistent or it was inconsistent with respect to the input. In the last case the input is said to be inconsistent with the output and these cases correspond to contrary-to-duty situations.

Using ideas from non-monotonic reasoning, the strategy to overcome this problem was to cut back the set of generators just below the threshold of yielding an excessive output. The following general notions of maxfamily and outfamily were introduced precisely to deal with excessive output.

Given a generating set $G$ and an input $A$, $\text{maxfamily}(G, A)$ is the set of maximal subsets of $G$ for which the output operator yields a set consistent with the input, i.e., the set

$$\{H : H \subseteq G \text{ and } H \text{ is maximal s.t. } \text{out}(H, A) \text{ is consistent with } A\}.$$ 

The set $\text{outfamily}(G, A)$ collects the outputs of the elements in $\text{maxfamily}(G, A)$:

$\text{outfamily}(G, A) = \{\text{out}(H, A) : H \in \text{maxfamily}(G, A)\}$.

Recall that for the operations admitting throughput, namely $\text{out}^+_n$, we have that $A \subseteq \text{out}^+_n(G, A)$. Therefore, for those output operators it is equivalent to say that $\text{out}^+_n(G, A)$ is consistent with $A$ and that $\text{out}^+_n(G, A)$ is itself consistent.

The framework of IO logic allows to define in a straightforward way the important notion of equivalence between generating sets.

**Definition 16.** Two generating sets $G$ and $G'$ are equivalent if, for every set of inputs $A$, we have that $\text{outfamily}(G, A) = \text{outfamily}(G', A)$. 
5.2 Embedding

We now present an embedding of IO logic in deontic logic programs. The results presented here can be seen as a strengthening of the existing weak connection drawn in [19] between IO logic and Reiter’s default logic.

The following lemma shows that, given a generating set $G$ and a set $A$ of formulas, we can define, for each out operation, a deontic logic program whose stable model semantics captures the operational semantics given by the respective out operator.

**Lemma 1.** Let $G$ be a generating set, $A$ an input consistent with the output, and $\varphi$ and $\psi$ classical propositional formulas.

1) Let $P_1 = \{O(\psi) \leftarrow \varphi : \langle \varphi, \psi \rangle \in G\} \cup \{\varphi \leftarrow : \varphi \in A\}$. Then, $out_1(G, A) = \{\varphi : O(\varphi) \in SP_1\}$.

2) Let $P_3 = \{\psi \leftarrow \varphi : \langle \varphi, \psi \rangle \in G\} \cup \{\varphi \leftarrow : \varphi \in A\} \cup \{O(\psi) \leftarrow \varphi : \langle \varphi, \psi \rangle \in G\}$. Then, $out_3(G, A) = \{\varphi : O(\varphi) \in SP_3\}$.

3) Let $P_1^+ = \{O(\psi) \leftarrow \varphi : \langle \varphi, \psi \rangle \in G\} \cup \{\varphi \leftarrow : \varphi \in A\} \cup \{O(\varphi) \leftarrow : \varphi \in A\}$. Then, $out_1^+(G, A) = \{\varphi : O(\varphi) \in SP_1^+\}$.

4) Let $P_3^+ = \{O(\psi) \leftarrow \varphi : \langle \varphi, \psi \rangle \in G\} \cup \{O(\psi) \leftarrow O(\varphi) : \langle \varphi, \psi \rangle \in G\} \cup \{O(\varphi) \leftarrow : \varphi \in A\} \cup \{\varphi \leftarrow : \varphi \in A\}$. Then, $out_3^+(G, A) = \{\varphi : O(\varphi) \in SP_3^+\}$.

Note that for the embedding in the lemma, standard normal logic programs are not enough. Not only they do not consider obligations but, equally important, they do not allow for complex formulas in the heads and bodies of rules. Bare in mind that the $\varphi$ and $\psi$ can be any classical propositional formula. However, in this lemma we only needed to consider definite deontic logic programs, i.e. deontic logic programs without default negation. This is a consequence of the monotonicity of unconstrained IO logic. Contrarily, constrained IO logic has an intrinsic non-monotonic flavor and, as we will see below, default negation plays a fundamental role in the embedding.
In [19] it was showed that, given a generating set $G$, an input $A$, and assuming that we take $\text{out}_3^+$ as the output operation, there is a relation between the elements of $\text{outfamily}(G, A)$ and the default extensions of a Reiter’s default system obtained from $G$ and $A$. In fact, the default extensions are usually a strict subset of $\text{outfamily}(G, A)$, corresponding to the maximal elements. The following theorem can be seen as a strengthening of that result, as we prove that, for $\text{out}_1^+$ and $\text{out}_3^+$, we can capture the entire $\text{outfamily}$ using our stable models semantics.

**Theorem 3.** Let $G$ be a generating set, $A$ an input, and let $\varphi$ and $\psi$ stand for classical propositional formulas.

1) Consider the deontic logic program over an extended language that contains a constant $O(\psi)$ for every classical propositional formula $\psi \in L_{\text{CPL}}$.

$$
\mathcal{P}_1 = \{ O(\psi) \leftarrow \varphi, \not O(\psi) : \langle \varphi, \psi \rangle \in G \} \cup \\
\{ \varphi \leftarrow \varphi \in A \} \cup \\
\{ O(\varphi) \leftarrow \varphi \in A \} \cup \\
\{ O(\psi) \leftarrow \not O(\psi) : \psi \in L_{\text{CPL}} \}
$$

Then, taking $\text{out}_1^+$ as the out operator, we have

$$
\text{outfamily}(G, A) = \bigcup_{T \in \text{SM}(\mathcal{P}_1)} \{ \varphi : O(\varphi) \in T \}.
$$

2) Consider the deontic logic program over an extended language that contains a constant $\overline{b}$ for every classical propositional formula $b \in L_{\text{CPL}}$.

$$
\mathcal{P}_3 = \{ \psi \leftarrow \varphi, \not \overline{\psi} : \langle \varphi, \psi \rangle \in G \} \cup \\
\{ \varphi \leftarrow \varphi \in A \} \cup \\
\{ \overline{\psi} \leftarrow \not \psi : \psi \in L_{\text{CPL}} \}
$$

Then, taking $\text{out}_3^+$ as the out operator, we have

$$
\text{outfamily}(G, A) = \text{SM}(\mathcal{P}_3)|_{L_{\text{CPL}}}.
$$

One could wonder why, in the above theorem, and in the case of $\text{out}_3^+$, we did not need to consider deontic logic programs with deontic operators. The reason is that if we admit throughput, i.e., inputs to be part of the output, and reusability, i.e., outputs can be reused as inputs, the deontic reading of a pair $\langle \varphi, \psi \rangle$ is no longer accurate. This fact, which was already noticed in [21], happens because the reuse of outputs as inputs dilutes the difference between facts and the obligation of these facts. However, note that even though in the case of $\text{out}_1^+$ obligations are not used, standard logic programming is not enough for the above embedding. The reason is that, as already noted above after Lemma 1, we need to consider complex propositional formulas in the body and head of rules, something that is not possible in standard logic programs.
The above embedding theorem shows how we can recast IO logic in deontic logic programming. An interesting question now is what additional features can deontic logic programming immediately bring to IO logic.

First of all, it is very clear that deontic logic programs have a richer language. Note that the deontic logic programs necessary to embed IO logic are not very expressive compared with the expressivity of a normal deontic logic program. Moreover, in deontic logic programming we have an explicit use of default negation, which is fundamental to model exceptions. Also, deontic logic programs can have complex deontic formulas not only in the head, but also in the body of a rule. This is fundamental to model violations of obligations and to specify sanctions in case of violations.

Another fundamental notion that comes for free in the context of deontic logic programming is the notion of equivalence between normative systems. The following corollary, which is an immediate consequence of the embedding theorem, draws a tight connection between equivalence of generating sets in IO logic and the notion of uniform equivalence of deontic logic programs.

**Corollary 1.** Suppose that we take out\(^3\) as the out operator. Then, two generating sets \(G\) and \(G'\) are equivalent if their corresponding deontic logic programs \(P_G = \{\psi \leftarrow \phi, \text{not } \psi : \langle \phi, \psi \rangle \in G\} \cup \{\overline{\psi} \leftarrow \text{not } \psi : \psi \in L_{CPL}\}\) and \(P_{G'} = \{\psi \leftarrow \phi, \text{not } \psi : \langle \phi, \psi \rangle \in G'\} \cup \{\overline{\psi} \leftarrow \text{not } \psi : \psi \in L_{CPL}\}\) are uniformly equivalent.

As we saw in Section 4, we can check strong equivalence of deontic logic programs using logical equivalence in deontic HT. Interestingly, this immediately gives a sound tool to check equivalence of generating sets.

**Corollary 2.** Suppose that we take out\(^3\) as the out operator. Then, two generating sets \(G\) and \(G'\) are equivalent if the sets of HT\(_{SDL}\) formulas corresponding to the programs \(P_G = \{\psi \leftarrow \phi, \text{not } \psi : \langle \phi, \psi \rangle \in G\} \cup \{\overline{\psi} \leftarrow \text{not } \psi : \psi \in L_{CPL}\}\) and \(P_{G'} = \{\psi \leftarrow \phi, \text{not } \psi : \langle \phi, \psi \rangle \in G'\} \cup \{\overline{\psi} \leftarrow \text{not } \psi : \psi \in L_{CPL}\}\) are logically equivalent in HT\(_{SDL}\).

Note that the above test is sound but it is not complete. To be more precise, if the sets of HT\(_{SDL}\) formulas corresponding to the programs \(P_G\) and \(P_{G'}\) are not logically equivalent in HT\(_{SDL}\), then we cannot conclude anything about the equivalence of \(G\) and \(G'\).

We end this section with the use of deontic logic programs, contrasted with IO logic, in the contrary-to-duty situation of Example 1.

**Example 5.** Recall the normative statement given in Example 1.

The following is the representation proposed in [21] of that statement using IO logic:

\[
\langle t, \sim (\text{dog} \lor \text{fence}) \rangle \quad \langle \text{dog}, \text{fence} \land \text{warningSign} \rangle
\]

The formula \(t\) stands for a tautology. As in our first attempt to model this situation using deontic logic programs, in IO logic the unconstrained output
gives an excessive output whenever \textit{dog} is the case. In fact, the output is not only inconsistent with the input, but it is also itself inconsistent. The output is itself inconsistent because it includes both \textit{fence} and \textit{\neg fence}, and it is inconsistent with the input because it includes \textit{\neg dog}.

The use of constrained output solves this particular problem. In fact, we have that:

\[
\begin{align*}
\text{maxfamily}(G, A) &= \{ \langle \text{dog, fence} \land \text{warningSign} \rangle \} \\
\text{outfamily}(G, A) &= \{ \text{Cn(fence} \land \text{warningSign}) \} 
\end{align*}
\]

Intuitively, since \textit{dog} is the case, the conditional norm \( \langle t, \neg (\text{dog} \lor \text{fence}) \rangle \) is always discarded and only the consequences of the other conditional norm are considered. Although in this particular formulation of the example the strategy behind the definitions of \textit{maxfamily} and \textit{outfamily} gives a reasonable solution, this is not always the case. As it was pointed out in [21], this strategy is very sensible to how the generating set is written, and in some case it cuts too deeply the output. As an example, suppose that we only consider the first conditional norm \( \langle t, \neg (\text{dog} \lor \text{fence}) \rangle \). If \textit{dog} is the case then, surprisingly, \textit{outfamily}(G, A) only contains the set of tautologies and therefore does not include \textit{\neg fence}.

The motivation behind the idea of constraining the output to deal with contrary-to-duty situations is, as argued in [20], the fact that we should not consider obligations that are already being violated. In the cottage example, we should not conclude that it is obligatory not to have a dog because having a dog is seen as an unchangeable fact. Perhaps this argument is acceptable in the context of IO logic. We argue, however, that this kind of reasoning is not accurate if we want to reason about violation of obligations. In deontic logic programming we want (and can!) reason about the violation of obligations. Consider that, in the cottage example, we have rules for applying sanctions in case of violations, i.e., we augment the above normative system with the rules \textit{O(fineD)} \leftarrow \textit{O(\neg dog), dog} and \textit{O(fineF)} \leftarrow \textit{O(\neg fence), fence}. Then, given that we have a dog and a fence, the obligation \textit{O(fineD)} is entailed by the system but \textit{O(fineF)} is not. This kind of reasoning would not be possible if we were assuming that \textit{O(\neg dog)} should not follow from the normative system when \textit{dog} is the case.

### 6 Conclusions and future work

In this paper we have introduced a framework for representing and reasoning about normative systems which combines the expressivity of standard deontic logic with non-monotonic logic programs. We have defined a stable model semantics and studied the problem of equivalence between normative systems. We also proved that an important part of IO logic can be embedded in our framework.

Although we have defined a stable model semantics, the approach used in this paper allows to easily define a well-founded semantics, by making use of logical foundations of the well-founded semantics [5]. As usual, this could be seen as a sound skeptical approximation of the stable model semantics.
Being declarative, our normative framework could easily be integrated in normative multi-agent system that use declarative languages for modeling norms, as for example [30, 15]. This would allow an increasing of expressivity of their norm languages. Although this is not usually the main focus of such systems, it was realized, for example in [31], the need for more expressive declarative languages for representing norms.

Our approach could be easily adapted to combine non-monotonic logic programs with extensions of SDL. Interesting examples include dyadic deontic logics and temporal extensions of SDL. The latter would allow to incorporate some notion of time in the framework.

Another interesting topic is the study of how well-known tools for updating logic programs could be used for the fundamental problem of updating normative systems.

Finally, we would like to implement our framework by combining an answer set solver with a SDL reasoner, in order to automate the reasoning mechanism.
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