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Abstract. Inspired by psychological and evolutionary studies, we
present two theoretical models wherein agents have the potential to
express guilt, with the ambition to study the role of this emotion in
the promotion of pro-social behaviour. We show that the inclusion of
the emotion of guilt, in the sense arising from actual harm done to
others from inappropriate action or inaction, is worthwhile to incor-
porate in evolutionary game theory models of cooperation, for it can
increase cooperation by correcting and inhibiting defection. The ab-
stract study thereof profitably transpires to concrete considerations
in the design of artificial multi-agent populations. To achieve this
goal, analytical and numerical methods from evolutionary game the-
ory have been employed, but not shown in too fine detail here, to
identify that reasonable conditions exist for which enhanced cooper-
ation emerges within the context of the iterated prisoners dilemma.
Guilt is modelled explicitly as two features, i.e. a counter that keeps
track of the number of transgressions and a threshold that dictates
when alleviation (through for instance apology and self-punishment)
is required for an emotional agent. Such alleviation introduces an
effect on the payoff of the agent experiencing guilt. We show that
when the system consists of agents that resolve their own guilt with-
out considering the co-player’s attitude towards guilt alleviation then
cooperation does not emerge. In that case, agents expressing no guilt
or having no incentive to alleviate the guilt they experience easily
dominate the guilt prone ones. On the other hand, when the guilt
prone focal agent requires that guilt only needs to be alleviated when
guilt alleviation is also manifested by a defecting co-player, then co-
operation may thrive. This observation proves consistent in a gener-
alised model discussed in this article. In summary, our analysis pro-
vides important insights into the design of multi-agent and cognitive
agent systems, wherein the inclusion of guilt modelling can improve
agents’ cooperative behaviour and overall benefit.

1 INTRODUCTION

“...what do you think, if a person does something very bad, do
they have to be punished?”...”You know the reason I think they
should be punished?”...”It’s because of how bad they are going
to feel, in themselves. Even if nobody did see them and nobody
ever knew. If you do something very bad and you are not pun-
ished you feel worse, and feel far worse, than if you are.” [Page
55 of “The love of a Good Woman” by Alice Munro (Nobel
Prize in Literature 2013) in ”"Family Furnishings-Selected Sto-
ries 1995-2014”, Vintage Intl. Edition, 2015]
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Presently there is a general mounting interest on machine ethics
[22] and recent research monographs have been addressing its is-
sues [17]. One concerns the computational modelling of human emo-
tions, amongst which we find guilt and its role in minimising so-
cial conflicts [14]. Guilt is defined in the online Merriam-Webster
dictionary as “The feeling of culpability especially for imagined of-
fences or a sense of inadequacy”, which implies that guilt follows
from introspection: An individual experiencing guilt will detect this
emotional state, and can act upon it. Guilt is an evolved pervasive
feature in human cultures, which can lead to enhanced cooperation
via changes in behaviour or upon apology (cf. background references
below). Frank argued that guilt may provide a useful mechanism, if
operationalised properly, to miminise social conflict and promote co-
operation [3]. Notwithstanding the importance of this emotion for the
evolution of cooperation, no in-depth numerical or analytical models
have been provided to confirm or refute the hypothesis that this emo-
tion has evolved to ensure stable social relationships. Hence, it is nat-
ural to enquire how it might enhance cooperation in evolving artifi-
cial multi-agent systems, by means of machine implemented models
of guilt. With that in mind, we avail ourselves of Evolutionary Game
Theory (EGT) [12,21] to conclude that under certain conditions co-
operation can be enhanced by a modicum of guilt in a population of
autonomous agents.

A distinct evolutionary and population sensitive EGT model of
guilt has been explored in [20]. They focus on behaviours associated
with guilt, such as apology, but do not however explicitly represent
any self fitness changes from the experience of the guilt emotion, like
we do in our models. Moreover, their guilt prone agents (GP) do not
initiate defection like ours do, but defect only in reaction to another’s
defection, though they will then feel guilty for having done so. In-
stead, we crucially associate guilt with self-punishment, and show
how this affecting of fitness can be conducive to a population benefi-
cial Evolutionary Stable Strategy (ESS) state [21], one towards which
the population evolves to play the strategy, and which state cannot be
invaded by a small number of agents using a different strategy. This
is the case in our improved (second) model, where self-punishment is
only enacted if the other party is not recognised to be guilty too. In [4]
(non-evolutionary) utilitarian game theory is employed to model the
behaviour resulting from guilt, not by introducing self-punishment
but by introducing a guilt aversion level term into a player’s utility
function, which takes into account the agent’s history of previous
pairwise interactions and individually learning from it. In contrast,
our moral stance to guilt is not utilitarian, in the sense that no in-
dividual measure of greater good is being explicitly optimised. We
rely instead on social learning in a population’s emergent evolution,
without recourse to individual histories. Hence our approach and re-
sults are thus distinct from previous ones in important ways. Next we
frame our hypotheses on guilt within EGT and define our models and
methods. Thence we proceed to the presentation of results, and wrap



up with some justified conclusions and future work.

2 EVOLUTIONARY GAME THEORY MODEL
FOR GUILT

Considering the foregoing, an attempt to introduce guilt in EGT mod-
els of cooperation seems unavoidable. The issue concerning guilt
within such models is whether its presence is more worthwhile than
its absence, with respect to a possibly advantageous emergence of
cooperation. One can introduce guilt explicitly in models to show
that it is worthwhile, in further support of its appearance on the evo-
Iutionary scene. Indeed, one may focus on emotions, like guilt, as
being strategies in abstract evolutionary population games, sans spe-
cific embodiment nor subjective quale [18].

We can test this hypothesis via one model spelled out below,
whose details can be found in [16]. In it guilt is tied to intention
recognition, since it will have evolved as a fear about the detection of
harm done (see above). The prediction is that guilt will facilitate and
speed-up the emergence of cooperation. In spite of its initial heav-
ier cost, in time that cost will be recuperated within the guilt-ridden
population, via inhibition of defection as a result of guilt avoidance.
Furthermore, one’s timely recognition of another’s prior give away
guilt signs, on account of her actual intent to harm, can prevent one’s
self-punishing guilt in cases it would be uncalled for. The base hy-
pothesis is thus that when there exists guilt in the starting population
then the most frequent stationary distribution includes the incorpora-
tion of guilt and enhances overall cooperation. For which parameters
of guilt this happens can be analytically determined experimentally.

2.1 Models and methods

A behavioural quantification of guilt provides us with a basis to de-
fine our evolving agents: Guilt is part of an agent’s representation
or genotype, i.e. they will all be equipped with a guilt threshold G,
with G € [0, +00], and a transient guilt level, g (g > 0). Initially
g is set to O for every agent. If an agent feels guilty after an action
that she considers as wrong, then the agent’s g is increased (by 1).
When g reaches the agent’s guilt threshold, i.e. ¢ > G, the agent
can (or not) act to alleviate her current guilt level. We assume here
that guilt alleviation can be achieved through a sincere apology to
the co-player or, otherwise, through self-punishment if it is not pos-
sible to apologise [1, 6]. Different from prior work [8, 15], we do
not assume here that apology leads to a benefit for the co-player,
considering it only as an honest signal of the experiencing of guilt.
In general, the cost of guilt alleviation is modelled by a so-called
guilt cost v (v > 0). Whenever the agent punishes herself, by pay-
ing -y, g is decreased (by 1). Using this genotype definition, one can
imagine different types of agents with different G thresholds, such as
those who never feel guilty (the unemotional ones, with G = +00)
or those who are very emotional, feeling guilty immediately after a
wrongdoing (with G = 0).

The objective of this work is to show that agents expressing this
emotion, despite the disadvantage of the costly guilt-alleviation acts,
are evolutionary viable, can dominate agents not expressing the emo-
tion and that they induce sustained social interactions, all of which
will be shown in the context of the Iterated Prisoner’s Dilemma
(IPD). To set the stage for future work we first focus on two ex-
treme behaviours, i.e. G = 0 and G = +00, as will be explained in
more detail later. These results are generalisable to situations where
G > 0 yet less than the number of rounds in the IPD, since when

G is larger this would correspond to G = +o0. We use a stochas-
tic evolutionary model incorporating frequency-dependent selection
and mutation to identify when agents with guilt are evolutionary sta-
ble [21]. More importantly, we will show that for guilt to be evolu-
tionary viable, it should be reactive to the guilt-driven behaviour of
the co-player: If the other party is not behaving properly and/or does
not show guilt-alleviating behaviour then the focal agent’s guilt is
alleviated automatically or even non-existing. Pure self-punishment
without social considerations will not allow for guilt to evolve at
the individual level. In this sense, our work contrasts with for in-
stance that of Gadou et al. [4] which takes an utilitarian perspec-
tive to model the behaviour resulting from guilt, not by introducing
self-punishment but by introducing a guilt aversion level term into
a player’s utility function, which ignores the social role of guilt [3].
From a multi-agent perspective, considering socio-technical systems
including autonomous agents, our results confirm that decision mak-
ing conflicts can be reduced when including emotions to guide par-
ticipants to socially acceptable behaviours.

2.2 TIterated prisoner’s dilemma (IPD)

Social interactions are modelled in this article as symmetric two-
player games defined by the payoff matrix
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A player who chooses to cooperate (C) with someone who defects
(D) receives the sucker’s payoff S, whereas the defecting player
gains the temptation to defect, 7'. Mutual cooperation (resp., defec-
tion) yields the reward R (resp., punishment P) for both players. De-
pending on the ordering of these four payoffs, different social dilem-
mas arise [12,21]. Namely, in this work we are concerned with the
PD, where " > R > P > S. In a single round, it is always best
to defect, because less risky, but cooperation may be rewarding if the
game is repeated. In IPD, it is also required that mutual cooperation
is preferred over an equal probability of unilateral cooperation and
defection (2R > T + 5); otherwise alternating between cooperation
and defection would lead to a higher payoff than mutual coopera-
tion. The PD is repeated for a number of rounds, where the number
of rounds is modelled by €2.

2.3 Guilt modelling in IPD

Starting from the definition of the agent-based guilt feature in the
Introduction, we will focus in the current work only on two basic
types of (extreme) guilt thresholds:

e (G = +4o0: In this type of agents the guilt level g will never reach
the threshold no mater how many times they defect; hence, they
never need to reduce g, and consequently never pay the guilt cost
~. Experiencing no guilt feeling, these agents are dubbed (guilt-)
unemotional.

e (G = 0: whenever this type of agents defects, it becomes true that
g > G hence, the agents need to act immediately to reduce g, thus
paying ~. These agents always feel guilty after a wrongdoing, viz.
defection, and are dubbed (guilt-) emotional agents.

Besides the guilt threshold, an agent’s strategy is described by what
she plays in a PD (C or D) and, when the agent’s ongoing guilt level g
reaches the threshold GG, by whether the agent changes her behaviour
from D to C. Hence, there are five possible strategies, thus labeled:



1. Unemotional cooperator (C): always cooperates, unemotional (i.e.
G = 400)

2. Unemotional defector (D): always defects, unemotional (i.e. G =
+00)

3. Emotional cooperator (CGC): always cooperates, emotional (i.e.
G=0)

4. Emotional non-adaptive defector (DGD): always defects, feels
guilty after a wrongdoing (i.e. G = 0), but keeps behaviour.

5. Emotional adaptive defector (DGC): defects initially, feels guilty
after a wrongdoing (i.e. G = 0), and behaviour goes from D to C.

In order to understand when guilt can emerge and promote coop-
eration, our EGT modelling study below analyses whether and when
emotional strategies, i.e. those with G = 0, can actually overcome
the disadvantage of the incurred costs or fitness reduction associ-
ated with the guilt feeling and its alleviation, and in consequence
disseminate throughout the population. Namely, in the following we
aim to show that, in order to evolve, guilt alleviation through self-
punishment can only be evolutionarily viable when only the focal
agent misbehaves. In other words, an emotional guilt-based response
only makes sense when the other is not attempting to harm you too.
To that aim, we analyse two different models, which differ in the way
guilt influences the preferences of the focal agents, where the prefer-
ences are determined by the payoffs in the matrices (1) and (2).

In the first model, an agent’s ongoing guilt level g increases when-
ever the agent defects, regardless of what the co-player does. The
payoff matrix for the five strategies C, D, CGC, DGD, and DGC, can
be written as follows
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where we use © = 2 — 1 just for the purpose of a neater represen-
tation. Note that the actions C and CGC are essentially equivalent;
both considered for the sake of completeness of the strategies set.

The entries in the matrix are derived as follows. For instance, when
a C player interacts with another C (resp. D) player, it always obtains
payoff R (resp. .S), in all the rounds of the IPD, so it obtains the
same payoff on average, as indicated in the payoff matrix. When C
interacts with DGC, it obtains S in the first round and then R in the
remaining {2 — 1 rounds (thus it obtains % on average), as
the DGC player feels guilty after defecting in the first round, thereby
switching to C. Respectively, DGC obtains 7" in the first round and
then R in the remaining {2 — 1 rounds, i.e. % on average.
As in this model DGC does not take into account the co-player’s
attitude towards guilt alleviation, when interacting with D it defects
in the first round then changes to C, even when the co-players shows
no sign of guilt feeling.

In the second model, an agent feels guilty when defecting if the co-
player acted pro-socially or was observed to feel guilty after defec-
tion, viz. through exercising self-punishment or apologising. Thus in
this second model, guilt has a particular social aspect that is missing
from the first model. In particular, DGC does not change behaviour
to C if the co-player played D and did not try to alleviate her guilt as
a result of her bad behaviour. Now, the payoff matrix is rewritten:
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The difference can be seen in the new payoff obtained by DGC when
playing with D. It no longer changes from D to C after defecting in
the first round, thus obtaining P in all the rounds. Notice the differ-
ences in the payoff matrices for the interactions between the emo-
tional strategies that defect, i.e. DGD and DGC, and the unemotional
defector D.
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Figure 1. Frequency of each strategy as a function of the guilt cost, +y, for
the two models, and for different PD game configurations (see below). In the
first model (panels a and b), D always dominates the population. In the
second model (panels ¢ and d), for an intermediate value of v, DGC is the
most frequent strategy; but when it is too small or too large, DGD is
dominant. Parameters: 5 = 1; N = 100; 2 = 10; In panels (a) and (c):
T=2 R=1, P=0, S= —1;Inpanels (b) and (d):
T=4,3=1, P=0, S=-1.

2.4 Results

We have elsewhere [16] derived analytical conditions (not proffered
here) for when DGC can be a viable strategy, which is risk-dominant
when playing against defection strategies (i.e. D and DGD). We have
shown that though the DGC strategy is always dominated by defec-
tive strategies in the first model, there is a wide range of parame-
ters in which DGC dominates both defection strategies in the second
model, thereby resulting in high levels of cooperation. Namely, we
have shown that, as long as the guilt cost ~ satisfies the following
condition
T+P-R-S
2
then DGC strategy can dominate all the defective strategies. This
condition indicates that, on the one hand, the guilt cost should not
be too small in order to ensure guilt has a sufficiently strong effect
on emotional players, encouraging guilt alleviation and behavioural
change. On the other hand, this cost should not be too large, allowing
DGC to compete against unemotional D players who never pay the
guilt cost after defecting.
To support the analytical results, we have also provided numerical
simulation results, see Figure 1 °. Furthermore, those results have

<y <(Q-1)(R-P), 3)

5 This figure was reproduced from Ref. [16].



been generalised to consider non-extreme or radical guilt modelling
(i.e. when 0 < G < o0), showing that the obtained results are robust
beyond the context of radical guilt strategies (for details see [16]).

Guilt, depending on an agent’s strategy, may result in self-
punishment, with effect on fitness, and on a change in behaviour. In
the first model of guilt, a guilt prone agent is insensitive to whether
the co-player also feels guilt on defection. This model does not af-
ford cooperation enhancement because guilt prone agents are then
free-ridden by non-guilt prone ones. In our second model, guilt is
not triggered in an agent sensitive to the defecting co-player not ex-
periencing guilt too, for instance through telltale signs of eye con-
tact avoidance or frowning (see [19] page 60). It is this latter model
that shows the improvement on cooperation brought about by the
existence of guilt in the population, and how it becomes pervasive
through the usual EGT phenomenon of social imitation. Another suc-
cessful variation of this model allows to stipulate guilt accumulation
coupled with a triggering threshold.

3 CONCLUSIONS AND FUTURE WORK

For sure, we conclude, evolutionary biology and anthropology, like
the cognitive sciences too [2, 5,7, 11, 23], have much to offer in
view of rethinking machine ethics, namely for the guilt emotion,
evolutionary game theory simulations of computational morality, and
functionalism to the rescue [18].

On the basis of psychological and evolutionary understandings of
guilt, and inspired by these, this paper proffers and studies two an-
alytical models of guilt, within a system of multi-agents adopting a
combination of diverse guilty and non-guilty strategies. To do so, it
employs the methods and techniques of EGT, in order to identify the
conditions under which there does emerge an enhanced cooperation,
improving on the case where there is absence of guilt.

Players evaluate others by their actions of cooperation or defec-
tion, whether in the IPD or other models of cooperation. Notwith-
standing, they care not simply whether game partners cooperate but
pay attention to their decision-making process too. More trust is as-
cribed to cooperators who have not even considered defecting at all.
To quote Kant, “In law a man is guilty when he violates the rights
of others. In ethics he is guilty if he only thinks of doing so.” [13].
Hence, detecting another’s proclivity to cheat, albeit checked by
guilt, allots intention recognition an important role to play even when
the intention is not carried out [9, 10].

Our results provide important insights for the design of self-
organised and distributed MAS: if agents are equipped with the ca-
pacity for guilt feeling even if it might appear to lead to disad-
vantage, that drives the system to an overall more cooperative out-
come wherein agents become willing to take reparative actions after
wrongdoings.

In future research, the model shall be complicated via our exist-
ing EGT models comprising apology, revenge, and forgiveness, by
piggybacking guilt onto them [8, 15, 18], namely associating experi-
encing guilt with joint commitment defection ( [24], pp. 108-111).

Last but not least: Currently we only consider one type of emo-
tional strategy playing against unemotional strategy. It is possible
that strategies with multiple guilt threshold are co-present in the pop-
ulation. We envisage that different types might dominate in different
game configurations, which we will analyse in future work.
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