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Abstract The mechanisms of emergence and evolution of cooperation in
populations of abstract individuals with diverse behavioural strategies in
co-presence have been undergoing mathematical study via Evolutionary Game
Theory, inspired in part on Evolutionary Psychology. Their systematic study
resorts as well to implementation and simulation techniques, thus enabling the
study of aforesaid mechanisms under a variety of conditions, parameters, and
alternative virtual games. The theoretical and experimental results have continu-
ally been surprising, rewarding, and promising. Recently, in our own work we
have initiated the introduction, in such groups of individuals, of cognitive abilities
inspired on techniques and theories of Artificial Intelligence, namely those per-
taining to both Intention Recognition and to Commitment (separately and jointly),
encompassing errors in decision-making and communication noise. As a result,
both the emergence and stability of cooperation become reinforced comparatively
to the absence of such cognitive abilities. This holds separately for Intention
Recognition and for Commitment, and even more when they are engaged jointly.
The present paper aims to sensitize the reader to these Evolutionary Game Theory
based studies and issues, which are accruing in importance for the modelling of
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minds with machines, with impact on our understanding of the evolution of mutual
tolerance and cooperation. In doing so, it also provides a coherent bird’s-eye view
of our own varied recent work, whose more technical details and results are spread
throughout a number of well recognized publishing venues, and to which we refer
the reader for a fuller support of our claims where felt necessary.

1 Introduction

Biological evolution is characterized by a set of highly braided processes, which
produce a kind of extraordinarily complex combinatorial innovation. A generic
term frequently used to describe this vast category of spontaneous, and weakly
predictable, order generating processes, is ‘‘emergence’’. This term became a kind
of signal to refer the paradigms of research sensitive to systemic factors. Complex
dynamic systems can spontaneously assume patterns of ordered behaviours which
are not previously imaginable from the properties of their composing elements nor
from their interaction patterns. There is unpredictability in self-organizing phe-
nomena—preferably called evolutionary—, with considerably diverse and variable
levels of complexity. What does emerge? The answer is not something pre-defined
but instead something like a shape, pattern, or function. The concept of emergence
is applicable to phenomena in which the relational properties predominate over the
properties of composing elements in the determination of the ensemble’s char-
acteristics. Emergence processes appear due to configurations and topologies, not
to intrinsic properties of elements [16].

The problem of evolution of cooperation and of the emergence of collective
action—cutting across areas as diverse as Biology, Economy, Artificial Intelli-
gence, Political Science, or Psychology—is one of the greatest interdisciplinary
challenges science faces today [3, 37, 64, 94]. To understand the evolutionary
mechanisms that promote and keep cooperative behaviour is all the more complex
as increasingly intricate is the intrinsic complexity of the partaking individuals.
Complexity refers to the study of the emergence of collective properties in systems
with many interdependent components. These components can be atoms or mac-
romolecules in a physical or biological context, and people, machines or organi-
zations in a socioeconomic context.

Egotism concerns the logic behind the unending give-and-take that pervades our
societal lives. It does not mean blind greed, but instead an informed individual
interest. Thus, the evolution of cooperation has been considered one of the most
challenging problems of the century. Throughout the ages, the issue of self-con-
sideration versus ‘‘the other’’-consideration has fascinated thinkers, but the use of
formal models and experimental games is relatively recent. Since Robert Trivers
[104, 105] introduced the evolutionary approach to reciprocity, games have served
as models to explore the issue. The modelling of artificial societies based on the
individual has significantly expanded the scope of game theory. Societies are
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composed by fictitious subjects, each equipped with a strategy specified by a
program. Individuals repeatedly meet other individuals, each time doing so in
randomized pairs, in a joint iterated game taking place within the scope of the
whole population. The comparison of accumulated rewards is used to update the
population: the most successful individuals produce more offspring, which inherit
their strategy. Alternatively, instead of inheriting strategies, new individuals may
adapt by copying, from known individuals, the strategies that had best results. In
both cases, the frequency of each strategy in the population changes over time, and
the ensemble may evolve towards a stable situation. There is also the possibility of
introducing small mutations in minority, and study how they spread. Evolutionary
Game Theory (EGT) provides the means to understand the why and the how of
what it takes for agents with individual interests to cooperate for a common weal
[45, 64].

In its simplest form, a cooperative act is metaphorically described as the act of
paying a cost to convey a benefit to someone else. If two players simultaneously
decide to cooperate or not, the best possible response will be to try to receive the
benefit without paying the cost. In an evolutionary setting, we may also wonder
why would natural selection equip selfish individuals with altruistic tendencies
while it incites competition between individuals and thus apparently rewards only
selfish behaviour? Several mechanisms responsible for promoting cooperative
behaviour have been recently identified [65, 94]. From kin and group ties [102,
111], to different forms of reciprocity [47, 66, 68, 72, 105] and networked pop-
ulations [54, 87, 89, 90, 99], several aspects have been shown to play an important
role in the emergence of cooperation.

Moreover, more complex strategies based on the evaluation of interactions
between third parties allow the emergence of kinds of cooperation that are immune
to exploitation because then interactions are channelled to just those who coop-
erate. Questions of justice and trust, with their negative (punishment) and positive
(help) incentives, are fundamental in games with large diversified groups of
individuals gifted with intention recognition capabilities. In allowing them to
choose amongst distinct behaviours based on suggestive information about the
intentions of their interaction partners—these in turn influenced by the behaviour
of the individual himself—individuals are also influenced by their tolerance to
error or noise in the communication. One hopes that, to start with, understanding
these capabilities can be transformed into mechanisms for spontaneous organi-
zation and control of swarms of autonomous robotic agents [7], these being
envisaged as large populations of agents where cooperation can emerge, but not
necessarily to solve a priori given goals, as in distributed AI.

With these general objectives, we have specifically studied the way players’
strategies adapt in populations involved in cooperation games. We used the
techniques of EGT, considered games such as the Prisoner’s Dilemma and Stag
Hunt, and showed how the actors participating in repeated iterations in these
games can benefit from having the ability to recognize the intentions of other
actors, or to establish commitments, or both, thereby leading to an evolutionary
stable increase in cooperation [27, 30–32], compared to extant best strategies.
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Intention recognition (IR), or abducing intent, can be implemented using
Bayesian Networks (BN) [30, 77, 78], taking into account the information of current
signals of intent, as well as the mutual trust and tolerance accumulated from previous
one-on-one play experience—including how my previous defections may influence
another’s intent—but without resorting to information gathered regarding players’
overall reputation in the population. A player’s present intent can be understood here
as how he’s going to play the next round with me, whether by cooperating or
defecting. Intention recognition can also be learnt from a corpus of prior interactions
among game strategies [31, 32], where each strategy can be envisaged and detected
as players’ (possibly changing) intent to behave in a certain way [28]. In both cases,
we experimented with populations with different proportions of diverse strategies in
order to calculate, in particular, what is the minimum fraction of individuals capable
of intention recognition for cooperation to emerge, invade, prevail, and persist. It
seems to us that even basic intention recognition, and its use in the scope of coop-
eration and tolerance, is a foundational cornerstone where we should and indeed
began at, which was naturally followed by the capacity to establish and honour
commitments [33, 34], as a tool towards the successive construction of collective
intentions and social organization [92, 93].

We argue that the study of these issues in minds with machines has come of age
and is ripe with research opportunities, and communicate below some of the
published inroads we have achieved with respect to intention recognition, to
commitment and to the emergence of cooperation, involving tolerance and intol-
erance, in the evolutionary game theory context.

2 Intention Recognition Promotes the Emergence
of Cooperation

Most studies on the evolution of cooperation, grounded on evolutionary dynamics
and game theory, have neglected the important role played by a basic form of
intention recognition in behavioural evolution. In this section, we address
explicitly this issue, characterizing the dynamics emerging from a population of
intention recognizers. We derive a Bayesian Network model for intention recog-
nition in the context of repeated social dilemmas and evolutionary game theory, by
assessing the internal dynamics of mutual trust and tolerance, accumulated from
previous one-on-one play experience, between intention recognizers and their
opponents, as detailed below. Intention recognizers are then able to predict the
next move of their opponents based on past direct interactions, which, in turn,
enables them to prevail over the most famous strategies of repeated dilemmas of
cooperation, even in the presence of noise. Overall, our framework offers new
insights on the complexity and beauty of behavioural evolution driven by ele-
mentary forms of cognition.
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2.1 Background

Intention recognition can be found abundantly in many kinds of interactions and
communications, not only in human but also many other species [101]. The
knowledge about intention of others in a situation could enable to plan in advance,
either to secure a successful cooperation or to deal with potential hostile behaviours
[27, 29, 83, 106]. Given the advantage of knowing the intentions of others and the
abundance of intention recognition among different species, it is clear that intention
recognition should be taken into account when studying or modeling collective
behaviour. This issue becomes even more relevant when the achievement of a goal
by an individual does not depend uniquely on its own actions, but also on the
decisions and actions of others, namely when individuals cooperate or have to
coordinate their actions to achieve a task, especially when the possibility of com-
munication is limited [41, 52, 107]. For instance, in population-based artificial
intelligence applications [1, 7, 26], such as collective robotics and others, the
inherent problem of lack of intention recognition due to the simplicity of the agents
is often solved by assuming homogeneous populations, in which each agent has a
perfect image of the other as a copy of their own self. Yet, the problem remains in
heterogeneous agent systems where it is likely that agents speak different languages,
have different designs or different levels of intelligence; hence, intention recognition
may be the only way agents understand each other to secure successful cooperation
or coordination among heterogeneous agents. Moreover, in more realistic settings
where deceiving may offer additional profits, individuals often attempt to hide their
real intentions and make others believe in pretense ones [78, 82, 88, 98, 101].

Intention recognition is defined, in general terms, as the process of becoming
aware of the intention of another agent and, more technically, as the problem of
inferring an agent’s intention through its actions and their effects on the envi-
ronment [12, 41, 51]. For the recognition task, several issues can be raised
grounded on the eventual distinction between the model an agent creates about
himself and the one used to describe others, often addressed in the context of the
‘‘Theory of Mind’’ theory, which neurologically reposes in part on ‘‘mirror neu-
rons’’, at several cortical levels, as supporting evidence [46, 61, 81].

The problem of intention recognition has been paid much attention in AI,
Philosophy and Psychology for several decades [8, 9, 12, 21, 51]. Whereas
intention recognition has been extensively studied in small scale interactive set-
tings, there is an absolute lack of modelling research with respect to large scale
social contexts; namely the evolutionary roles and aspects of intention recognition.

2.2 Modeling Behavioural Dynamics

Our study is carried out within the framework of Evolutionary Game Theory
(EGT) [45, 58]. Here, individual success (or fitness) is expressed in terms of the
outcome of a 2-person game, which, in turn, is used by individuals to copy others
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whenever these appear to be more successful. Comparative accumulated payoffs
are used to update the population: more successful individuals produce more
offspring, which inherit their strategy. Equivalently, the same process can be seen
as if, instead of inheriting strategies, new individuals adapt by copying strategies
from acquaintances that did better. Overall, this type of dynamics can be conve-
niently described as an ordinary differential equation—the replicator equation
[45]—, which nicely describes any simple evolutionary process.

In our work we model intention recognition within the framework of repeated
interactions. In the context of direct reciprocity [47, 48, 65, 105, 108] intention
recognition is being performed using the information about past direct interactions.
We study this issue using the well-known repeated Prisoner’s Dilemma (PD) [95],
i.e., so that intentions can be inferred from past individual experiences. Naturally,
the same principles could be extended to cope with indirect information, as in
indirect reciprocity [68, 69, 72]. This eventually introduces moral judgment and
concern for individual reputation, which constitutes ‘‘per se’’ an important area
where intention recognition may play a pivotal role [35, 72]. Here, however, we shall
concentrate on the simpler case of intention recognition from past experiences.

Contrary to other approaches dealing with the integration of (direct or indirect)
information about the past in individual decisions, e.g. in [57, 69, 109, 110],
intention recognition is performed using a Bayesian Network (BN) model. BNs
have proven to be one of the most successful approaches for intention recognition
[12, 21, 29, 78, 100]. Their flexibility for representing probabilistic dependencies
as well as causal relations, and the efficiency of inference methods have made
them an extremely powerful tool for problem solving under uncertainty [73, 74],
and appropriate to deal with several probabilistic as well as causal dependencies
occurring in intention recognition. We derive a Bayesian Network model for
intention recognition in the context of social dilemmas, taking into account mutual
trusts between the intention recognizer and his opponent. Trusts are accumulated
through past interactions, assuming that intention recognizers have a memory.
Greater memory sizes enable to build longer-term mutual trusts, and therefore
allow better tolerance to the errors of intended actions.

The repeated (or iterated) PD is usually known as a story of tit-for-tat (TFT),
which won both Axelrod’s tournaments [3, 4]. TFT starts by cooperating, and does
whatever the opponent did in the previous round. It will cooperate if the opponent
cooperated, and will defect if the opponent defected. But if there are erroneous
moves because of noise (i.e. an intended move is wrongly performed with a given
execution error, referred here as ‘‘noise’’), the performance of TFT declines, in two
ways: (i) it cannot correct errors and (ii) a population of TFT players is under-
mined by random drift when AllC (always cooperate) mutants appear (which
allows exploiters to grow). Tit-for-tat is then advantageously replaced by generous
tit-for-tat (GTFT), a strategy that cooperates if the opponent cooperated in the
previous round, but sometimes cooperates even if the opponent defected (with a
fixed probability p [ 0). GTFT can correct mistakes, but remains suffering the
random drift; in addition, it deals with pure defectors worse than TFT.
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Subsequently, TFT and GTFT were replaced by win-stay-lose-shift (WSLS) as
the winning strategy chosen by evolution [67]. WSLS repeats the previous move
whenever it did well, but changes otherwise. WSLS corrects mistakes better than
GTFT and does not suffer random drift. However, it is exploited seriously by pure
defectors.

We consider a population of constant size N. At each evolution step, a random
pair of players are chosen to play with each other. The population consists of pure
cooperators, pure defectors plus either of TFTs or of WSLSs or of intention rec-
ognizers who, being capable of recognizing another’s intention based on the past
interactions, seek the cooperators to cooperate with and to defect toward detected
defectors.

Interactions are modeled as symmetric two-player games defined by the payoff
matrix, used by all players. In particular, each type of player chooses to play in the
same way under the same circumstances.

C D
C
D

R;R S; T
T; S P;P

� �

A player who chooses to cooperate (C) with someone who defects (D) receives the
sucker’s payoff S, whereas the defecting player gains the temptation to defect, T .
Mutual cooperation (resp., defection) yields the reward R (resp., punishment P) for
both players. Depending on the ordering of these four payoffs, different social
dilemmas arise [56, 87, 94]. Namely, in this work we are concerned with the
Prisoner’s Dilemma (PD), where T [ R [ P [ S. In a single round, it is always
best to defect, but cooperation may be rewarded if the game is repeated. In
repeated PD, it is also required that mutual cooperation is preferred over an equal
probability of unilateral cooperation and defection (2R [ T þ S); otherwise
alternating between cooperation and defection would lead to a higher payoff than
mutual cooperation.

Before providing our intention recognition model in the framework of social
dilemmas, let us provide the definition of Bayesian Network. A Bayesian Network
(BN) is a pair consisting of a directed acyclic graph (DAG) whose nodes represent
variables and missing edges encode conditional independencies between the
variables, and an associated probability distribution satisfying the Markov
assumption of conditional independence, saying that variables are independent of
non-descendants given their parents in the graph [73, 74].

In a BN, associated with each node of its DAG is a specification of the dis-
tribution of its variable, say A, conditioned on its parents in the graph (denoted by
paðAÞ)—i.e., PðAjpaðAÞÞ is specified. If pðAÞ ¼ ; (A is called root node), its
unconditional probability distribution, PðAÞ, is specified. These distributions are
called Conditional Probability Distribution (CPD) of the BN. The joint distribution
of all node values can be determined as the product of conditional probabilities of
the value of each node on its parents.
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In [78], a general BN model for intention recognition is presented and justified
based on Heinze’s intentional model [41, 100]. Basically, the BN consists of three
layers: cause/reason nodes in the first layer (called pre-intentional), connecting to
intention nodes in the second one (called intentional), in turn connecting to action
nodes in the third (called activity). Intuitively, the observed actions of an agent are
causally affected by his/her intentions, which are in turn causally affected by the
causes/reasons for which he committed to the intentions [8, 9]. The interested
readers are referred to [41, 78, 100] for detailed discussions.

Based on this general model, we present an intention recognition model in the
context of the social dilemmas, taking into account the past direct interactions
(Fig. 1). The model is described from the view of an intention recognizer (denoted
by I) with respect to a co-player (denoted by J), whose intention (C or D) is to be
recognized. A player’s intentions here can be understood as the characters or types
of the player: how cooperative or defective he is in general when playing with me.
Saying that the co-player has intention C (resp., D) means that, in general, he
intends to cooperate with me (resp., exploit or defect towards me). Thus, if he has
been cooperative in the past, it is likely he will continue to cooperate in the current
interaction.

J’s intention in a given interaction is causally affected by the trust he holds
towards his opponent (I), which is accumulated over their past (observed)
interactions. J’s intention in turn has given rise to his past actions. Let M [ 0 be
the memory size of intention recognizers, i.e. they can remember their moves and
their opponents’ moves in the last M rounds of interaction with any specific
players.

For this Bayesian Network, we need to determine the prior probability of the
node oTrust, i.e. PðTrÞ; the CPD table of node Intention—specifying the condi-
tional probability of J having an intention (C or D) given the trust he holds
towards his opponent (I), i.e. PðIjTrÞ; and the CPD table of the node pastObs—
specifying the conditional probability of the past observations given J’s intention
(C or D), i.e. PðOjIÞ.

The accumulated payoff from all interactions (not shown here) emulates the
individual fitness or social success and the most successful individuals will tend to
be imitated by others, implementing a simple form of social learning [24, 94, 103].

oTrust (Tr) Intention (I) pastObs (O) 

Fig. 1 Bayesian Network for Intention Recognition in Social Dilemmas. Pre-intentional level
has one node, oTrust (Tr), receives Boolean values, t ðtrueÞ or f ðfalseÞ, representing the other’s
trust on us (the intention recognizers). Intentional level has one node, Intention (I), receiving
value C or D, corresponding to more cooperative and more defective, respectively, in the past. It
is causally affected by oTrust. Activity level has one node, pastObs (O), causally affected by
Intention node. Its value is a pair ðnC ; nDÞ where nC and nD are the number of times the
recognized player cooperated and defected, respectively, in the recent M (memory size) steps.
pastObs is the only observed (evidence) node
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Any player (including IR) can change its strategy by adopting another player’s
strategy with a probability defined by the Fermi distribution [64]. If a strategy has
a higher (average) payoff or fitness than another, it tends to be imitated more by the
other. The IR strategy in general has higher fitness than all others, thus it tends to
by imitated by them, thereby dominating the population most of the time.

In the commonly used settings, including when interacting solely with the pure
strategies (AllC and AllD) and when all considered strategies interacted with each
other [47, 48, 65], IR always outperforms TFT and WSLS [30, 32]. The population
spends more time in the homogeneous state of all being IRs, even in the presence
of noise and of small random mutations. Furthermore, since a population of IRs is
highly cooperative, it is clear that the introduction of intention recognition sig-
nificantly increases the cooperation level of the population, leading to a greater
social welfare.

2.3 Discussion

Using the tools of EGT, we have addressed the role played by intention recog-
nition in the evolution of cooperation. In this work, we have shown, in a novel
way, the role of intention recognition for the emergence of cooperation within the
framework of the repeated Prisoner’s Dilemma. Intention recognition is performed
using a Bayesian Network model via computing mutual trusts between the
intention recognizers and their opponents. Given the broad spectrum of problems
which are addressed using this cooperative metaphor, our result indicates how
intention recognition can be pivotal in social dynamics. We have shown that the
intention recognition strategy prevails over the most successful existent strategies
(TFT, WSLS) of the repeated PD, even when players have a very limited memory.
IR deals with AllD better than TFT—the best known defector-dealer—, and
corrects mistake better than WSLS—the best known mistake-corrector [65, 95].
As a result, a homogenous population of IRs has a higher level of cooperation than
the ones of WSLSs and TFTs, resisting the invasion of other strategies.

In [47], it has been shown that in absence of noise, in a population of AllCs,
AllDs and TFTs, the population spends most of the time in a homogeneous state of
TFTs. However, as we have shown elsewhere, it is not the case if noise is present,
especially under strong selection. In absence of noise, IR behaves the as well as
TFT. Moreover, IRs are selected by evolution in the latter case where noise is
present. We have shown that in a population of AllCs, AllDs and IRs, the popu-
lation spends most of the time in homogeneous state of IRs in a broad range of
scenarios and parameters, especially when the intensity of selection is strong. We
have also exhibited experimentally that in a population where all the five strategies
AllC, AllD, TFT, WSLS and IR are present, IRs still prevail most of the time.
Therefore, together with the fact that IRs can correct mistakes better than WSLSs
and TFTs, the presence of IRs would significantly increase the overall level of
cooperation of the population.
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Additionally, we have shown the role of a large memory size in recognizing/
correcting errors, that is in recovering from ongoing persistent mutual defection
that may result from a move announcement mistake, or from communication
channel noise. Having a greater memory size allows to build longer-term mutual
trusts/distrusts, and hence enables to better recognize erroneous moves. It then
enables to better tolerate of a selfish act made by cooperative trustful individuals,
and refuses to cooperate after an erroneous cooperation made by a defective
untrustworthy ones. Indeed, intention recognition gives rise to an incipient
mechanism of commitment formation, from which future behaviours may be
assessed and trust bonds established. Overall, our work provides new insights on
the complexity and beauty of behavioural evolution driven by basic, elementarily
defined, forms of cognition.

3 Commitment Promotes the Emergence of Cooperation

Agents make commitments towards others, the promise to enact their play moves
in a given manner, in order to influence others in a certain way, often by dis-
missing more profitable options. Most commitments depend on some incentive
that is necessary to ensure that the action is in the agent’s interest and thus, may be
carried out to avoid eventual penalties [22]. The capacity for using commitment
strategies effectively is so important that natural selection may have shaped spe-
cialized signaling capacities to make this possible [5, 15, 63, 82, 88, 98]. And it is
believed to have an incidence on the emergence of morality [85]. Assuming
cooperation to be, at best, just the result of individuals’ purely competitive strat-
egies can make it conceptually unstable [71], most especially in non-iterated or
history-free interactions. And it seems possible that the spread of simplistic
notions, rooted in science, about the evolutionary origins of social relationships
could foster a trend to make these relationships more conflicted, and society more
brutal. An antidote is an evolutionary approach to behaviour that incorporates a
capacity for mutual commitment, shown advantageous for all concerned [63], even
in non-iterated or memory-free settings.

Our goal is to examine, through EGT [45, 58, 94], how the most simple of com-
mitment strategies work, and how they can give rise to the emergence of cooperation.
We shall do so in the setting of the non-iterated Prisoner’s Dilemma (PD).

In a nutshell, convincing others of one’s credibility in a commitment proposal
amounts to submit to options that change the incentives of the situation. These
options, namely commitment cost and penalty for defaulting, can be expressed by
the payoffs specified in a game. When opponent players observe meticulously such
payoffs, and realize that compliance with a proposed commitment is in the pro-
posing player’s best interests, then, given any opponent player’s open option to
commit, these may change their expectations and behaviour accordingly, and
adopt as a result a strategy which either accepts commitment proposals or ignores
them. In general, there are four main reasons to believe a commitment will be
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fulfilled [63]: (i) a commitment can be self-reinforcing if it is secured by incentives
intrinsic to the situation; (ii) a commitment can be secured by external incentives
controlled by third parties; (iii) a commitment can be backed by a pledge of
reputation; and (iv) a commitment can be reinforced by internal emotional
motives. The first two types are secured in much the same way a loan is secured by
a collateral. They objectively change the situation so that fulfillment becomes in
the individual’s best interests. The latter two types do not change the objective
contingencies; they are subjective commitments in that they may involve a con-
tinued option of reneging, according to some or other stance extraneous to the
game’s given payoff matrix.

In this section, we provide a new EGT model showing that individuals tend to
engage in commitments, which leads to the emergence of cooperation even
without assuming repeated interactions. The model is characterized by two key
parameters: the punishment cost of failing commitment imposed on either side of a
commitment, and the cost of managing the commitment deal. Our analytical
results and extensive computer simulations show that cooperation can emerge if
the punishment cost is large enough compared to the management cost.

3.1 Model

In our EGT setting, the game’s payoff matrix summarily ingrains and expresses in
its structure the impingement of all such contingencies [33, 34]. For instance, often
a capacity for commitment allows individuals to act in ways that reap the benefits
of image scoring through maintaining a reputation, or the access of others to a
social history of prior interactions. In this study, for simplicity but also for
exhibiting the purity and power of the commitment mechanism, we ignore the
effect of repeated interactions [104, 105], and of any reputation [68, 72] associated
with particular individuals. We have shown [33, 34] that the simplest of core
commitment mechanisms can improve cooperation, and leave any other compli-
cations for the future, most promisingly how commitment can be combined with
and reinforce other known mechanisms of cooperation, for instance, intention
recognition [30–32]. And perhaps surprisingly we can do so. Thus, no credibility
of commitment is taken into account [11] beyond that which is expressed in a
game’s payoff matrix. No reputation appraisal of the commitment proposer is
made by its co-player, and no historical or social data is even available to do so.
Each pairwise interaction is purely based on fixed individual strategies that might
involve commitment or the lack thereof. Also, no cheater or deceit detection or
intention recognition is in place [30, 31, 49]. Nevertheless, systematic uncondi-
tional bluffing on the part of a player is a possible fixed feature of its strategy, in
the sense that, from the start, the player does not intend to fulfill commitments. In
our commitment model players defaulting on their commitments, be they the
proposing or the accepting party, are subject to evolutionary disadvantage for a
wide range of parameters. Commitments come at a price: players must pay to
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propose commitment, but commitment acceptors that default are penalized a
compensation value in favor of the proposer. We have shown, with the model
below, that more elaborate commitment strategies are not strictly necessary for
commitment to become evolutionarily advantageous. Neither an aptitude for
higher cognition, nor for empathy, nor for mind reading are needed. These apti-
tudes would only be required for more sophisticated forms of commitment,
scaffolded atop the core one. We have explained the evolution, in a population, of
the capacity for a simple form of commitment as the result of otherwise being
excluded from a group of committed promise abiding cooperators, in the sense that
this strategy tends to invade the game playing population under rather general
conditions.

Let us consider a commitment variant of the Prisoner’s Dilemma game in which a
new type of cooperator (denoted by COM_C) that, before each interaction, asks the
co-player whether it commits to cooperate. If the co-player does not so commit, there
is no interaction. Both players get 0. Otherwise, if the co-player commits, they then
go on to play with each other in the present interaction. If the co-player keeps to its
commitment, both players obtain the reward payoff, R. Otherwise (if the co-player
fails its commitment), the proposing or focal player obtains the sucker payoff, S, and
its co-player obtains the temptation payoff, T . However, the one that fails the
commitment will suffer a penalty cost, and its non-defaulting co-player gains a
compensation for the potential loss due to its default of fulfilling the commitment.
For simplicity, we assume that these two amounts (penalty and compensation) are
equal, being denoted by d. The penalty cost can be a real monetary one, e.g., in the
form of prior debit (e.g., in the case of accommodation rental) or of a subsequent
punishment cost (e.g., commitment was performed in terms of a legal contract, and
one who fails commitment must pay a cost to compensate for the other), or an
imaginary abstract value, e.g., public spread of good/bad reputation (bad reputation
for the one that fails, and sympathy for the other), or even an emotional suffering [22,
43, 63, 85]. How this cost is set up depends on the types of commitment at work, or
the reason for which the commitment is believed to be fulfilled (see beginning of
Sect. 3), which topic is beyond the scope of this paper. However, various techniques
can be seen in [43, 91].

Two players that defect in an interaction obtain the punishment payoff, P. For
setting up a commitment, the proposer must pay a small management cost, e. The
cost of proposing and setting up the commitment might be high, but it is rea-
sonable to assume that this cost is quite small compared to the mutual benefit of a
cooperation strategy guaranteeing commitment, e\\R.

We consider a finite population of a constant size, consisting of four strategies:
COM_C (as described above), C (always cooperates, without proposing to com-
mit), D (always defects, and does not commit when being asked to), and D_COM
(always defects, though commits when being asked to). Here, for the sake of
exposition, we assume that cooperators, including COM_C and C players, always
commit whenever being asked to since they are better off to do so, as cooperation
is their default choice, and reasonable commitment deals only are proposed.
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In each round, two random players are chosen from the population for an inter-
action. For the row player, the (average) payoff matrix is consequently rendered as:

COMC C D DCOM
COMC

C
D

DCOM

R� e=2 R� e �e Sþ d� e
R R S S
0 T P P

T � d T P P

0
BB@

1
CCA ð1Þ

Note that when a COM_C interacts with another COM_C, only one of them pays the
cost of having proposed commitment, e (e.g., the arbitrary one that proposes).
Therefore, the average payoff of a COM_C in playing with another COM_C is,
R� e=2.

All in all, our study exhibits that, in spite of the absence of repeated interac-
tions, reputation effect, network reciprocity, as well as group and kin selection, the
strategy of commitment proposal may enable the emergence of cooperation, even
under the presence of noise. By imposing a high cost for failing a commitment,
when compared to the cost of setting up or managing the commitment deal, the
commitment cooperative agents COM_C can get rid of the fake committers
(D_COM) as well as avoid being exploited by the pure defectors (D), while
playing approximately equally well against the pure cooperators (C). The results of
this study suggest that our specialized capacity for commitment, which might have
been shaped by natural selection [63], consists in a capacity for managing to
impose a high cost of punishment, whether it is monetary or of abstract emotional
or reputation value, with a relatively small cost.

Furthermore, the analytical results, supported by extensive computer simula-
tions, showing the explicit relationships between the factors involved in the
commitment mechanism would clearly provide important insight into the design of
multi-agent systems resorting to commitments to facilitate cooperation [11, 13, 38,
43, 52, 91, 112, 113].

3.2 Related Work

Evolutionary explanations of commitment, particularly its role in the evolution of
cooperation, have been actively sought for and discussed in several fields, including
Psychology and Philosophy [5, 11, 15, 22, 43, 63, 85]. But there are only a few
computational models that show the evolutionary advantages of commitment in
problems where cooperative acts are beneficial [82, 88, 98]. In addition, often
models rely on repeated interactions or long-term relationships [5, 15], alike the
conditions where Triver’s direct reciprocity [105] may play a role. Here we provide
an analytic model in the framework of evolutionary game theory showing that, with
the availability of the mechanism of commitment, cooperation can emerge even
without assuming repeated interactions, or the availability of player reputation.
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We note that there is a significant difference between our commitment model
and works by others on costly punishment [17, 18, 40, 70, 80]. A commitment deal
must be agreed by both sides of it in advance, thereby giving credibility and
justification to punish any defaulting player. In addition, the prior agreement gives
rise to compensation—the amount of which, in some cases, is agreed explicitly in
advance—to the non-defaulting player. This compensation for the non-defaulting
player is the significant difference that makes successful those players using the
commitment strategy, while those using the costly punishment strategy have only a
narrow margin of efficiency [70]; does not stand out as a winning strategy [17]; nor
does it promote cooperation at all when taking into account antisocial punishment
[42, 80]. The compensation might bring benefit to the commitment strategists once
an appropriate deal would be arranged. This suggests that although costly pun-
ishment, whether it is social or antisocial, might not promote the evolution of
cooperation, what we call ‘justified’ punishment, which is warranted by an
appropriate commitment deal, does, so that bluffing committers are in the limit
scourged. This kind of punishment might not be costly at all, and can even bring
net benefit to its upholder, hence leading to the emergence of cooperation.

Last but not least, it is undoubtedly important to mention the extensive litera-
ture of AI and multi-agent systems research on commitment, e.g., [11, 13, 38, 43,
52, 91, 112, 113]. The main concern therein is how to formalize different aspects
of commitment and how a commitment mechanism can be implemented in multi-
agent interactions to enhance them (e.g. for improved collaborative problem
solving [113]), especially in the context of game theory. In contradistinction, our
concern is in the nature of an evolutionary explanation of commitment, particu-
larly how it can promote the emergence of cooperation. More importantly, our
evolutionary study of the commitment mechanism leads to insights about the
global influence of the mechanism within a (large) population of agents, thereby
enabling improvement for the design of multi-agent systems operating upon
commitments [13, 112, 113].

3.3 Discussion

Within the general game theory concept of commitment, or intention manifesta-
tion, several distinctions can help separate different subtypes. In particular, some
commitments are upfront promises of a next move that can help, while others are
upfront threats of a subsequent move that can harm. Commitments can be con-
ditional or unconditional. Threats are usually attempts to influence another per-
son’s next move by stating a conditional subsequent move, and that’s how we may
envisage them. Promises are more likely to be unconditional, and that’s how we
may conceive of them, though more generally they can be conditional on the other
fulfilling a matching promise.
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Commitments can also be just towards oneself, taking into account the evo-
lution of possible futures afforded by actions and events, and the individual’s prior
and post preferences, in what might be classically seen as a game against nature.

In [75, 76], three different types of individual commitment—hard, revocable,
and momentary—are studied in such an evolution context. Let us recall that
commitment, in the context of game theory, is a device or mechanism to decide the
outcome with the other party [91]. Schelling distinguishes between commitment
pure and simple and commitment that takes the form of a threat. What he calls
‘‘ordinary’’ commitment corresponds, in game theory, to the making of an opening
announcement in a sequential play, which we dub preemptive, just before both
players make their actual move. To constitute a preemption, a player’s
announcement action must be irrevocable, that is a promise that is assuredly kept.
Preemptive commitment is not necessarily profitable, because it hinges on the
opponent’s actual move. Schelling however does not assume the other type of
commitment as a ‘‘threat’’, which pertains to a player’s move in reaction to the
opponent’s move. Threats, being conditional, may be of the ‘‘if-then-else’’ form,
and can thus combine a threat and a promise, the latter albeit implicit whenever
there are just two possible moves. We prefer instead to label ‘‘reactive’’ such so-
called threat commitments. In the game context, these occur when the player with
the last move irrevocably pledges to respond, in a specified but contingent way, to
the opponent’s prior choice [44].

In a nutshell, some players can be ‘‘preemptive’’ committers—those that always
propose and always accept proposed commitments—, others may be ‘‘reactive’’
committers—those that always make a ‘‘reactive’’ statement and comply with the
implicit requests in such statements—, while other players, though accepting to
commit nevertheless default on their commitment, and even others simply omit and
ignore preemptive or reactive commitments in their strategies—they might for
instance be persistent defectors or persistent cooperators as we have seen, or, for that
matter, follow any other strategy ignorant of commitment. Moreover, in iterated
games, commitments can concern future rounds and not just the present one.

We purport to have shown that a simple commitment abiding cooperative
strategy can be evolutionarily advantageous even in a non-iterated game setting.
But much remains to be explored. In the more general setting and to avoid con-
fusion, it can be helpful to distinguish, even if only conceptually, between ‘‘exe-
cution moves’’ and ‘‘pre-play moves’’ [44]. The terms first move and last move
then always refer exclusively to execution moves—the choices that actually
generate the payoffs. In contrast, commitments come earlier with respect to exe-
cution moves: they are pre-play moves. A preemptive commitment is a pre-play
move that allows the player making it to take the first execution move. A reactive
commitment, although also a pre-play move, can be made only by the player who
has the last execution move. In either case, by giving up on his or her choice
through committing, the commitment player leaves the opponent with ‘‘the last
clear chance to decide the outcome’’ [91].

In our present game setting, however, there was no need to make the distinction
between the first and the second to play, because each possible player strategy
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move is exhibited and fixed from the start, as expressed and ingrained in the payoff
matrix. By so introducing the several committed unconditional move strategies—
though the payoff is of course conditional on the opponent’s move—, we can
emulate what would happen in a round if a move sequence actually existed. Put
briefly, our commitment model is of the simplest kind and, moreover, it is brought
to bear solely on the very next move fold of a pair of players, with no history
available on prior commitments. Nevertheless, it captures core features of com-
mitment, namely the high cost of defaulting to discourage false commitment, and
thus make it plausible, and a comparatively small but non-zero cost of commit-
ment proposal to lend it initial credibility. On top of this core model more elab-
orate models affording commitment can subsequently be rooted, including those
involving delayed deceit.

What’s more, commitment (or intention manifestation) and intention recogni-
tion, are but two sides of a coin really, and their future joint study in the EGT
setting is all but unavoidable [27]. It has become increasingly obvious that max-
imizing reproductive success often requires keeping promises and fulfilling threats,
even when that requires in turn sacrifices regarding individual short-term interests.
That natural selection has shaped special mental capacities to make this possible
seems likely, including a capacity for commitment [63] and for intention recog-
nition [30, 31]. The commitment stance goes yet further, and many aspects of
human groups seem shaped by effects of commitments and intention recognition,
namely group boundaries, initiation rituals, ideologies, and signals of loyalty to the
group [96–98]. Conversely, many aspects of groups seem to exist largely to
facilitate commitment to cooperate and to limit the utility of coercive threats.

The generalized ability for commitment to support cooperative interaction is an
important aspect of plasticity in human behaviour, and humans support their deal-
making in lots of ways. The law is full of instances of people using techniques of
commitment to establish the honesty of their intentions, namely through a variety
of contracts [23]. Institutions themselves are supported on committal contracts,
and the law of the land proffers methods for constituting and of accountability of
social institutions [93].

Given our rigorous approach’s inroad results, we believe they lend promise to that
further studies of commitment will benefit greatly from rigorous models that allow
for their analytical study and computer simulation, and in particular within the fold
of EGT for the better to examine the emergence of complex social behaviour.

4 Intention Recognition, Commitment, and Evolution
of Cooperation

Individuals make commitments towards others in order to influence others to
behave in certain ways. Most commitments may depend on some incentive that is
required to ensure that the action is in the agent’s best interest and thus, should be
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carried out to avoid eventual penalties. Similarly, individuals may ground their
decision on an accurate assessment of the intentions of others. Hence, both
commitments and intention recognition go side by side in behavioural evolution.
Here, we analyze the role played by the co-evolution of intention recognition plus
the emergence of commitments, in the framework of the evolution of cooperative
behaviour. We resort to tools of evolutionary game theory in finite populations,
showing how the combination of these two aspects of human behaviour can
enhance the emergent fraction of cooperative acts under a broad spectrum of
configurations.

There are cases where it is difficult, if not impossible, to recognize the inten-
tions of another agent. It might be your first interaction with someone in your life,
and you have no information about him/her which can be used for intention
recognition. You also might know someone well, but you still might have very
little relevant information in a given situation to predict the intentions with high
enough confidence. Furthermore, you might also have abundance of relevant
observations about him/her, but he/she is so unpredictable that you have rarely
managed to predict his/her true intention in the past. In all such cases, the strategy
of proposing commitment, or intention manifestation, can help to impose or clarify
the intentions of others. Note that intention is choice with commitment [8, 14, 84].
Once an agent intends to do something, it must settle on some state of affairs for
which to aim, because of its resource limitation and in order to coordinate its
future actions. Deciding what to do established a form of commitment [14, 84].
Proposing a commitment deal to another agent consists in asking it to express or
clarify its intentions.

One of the commitments we all know is marriage. By giving up the option to
leave someone else, spouses gain security and an opportunity for a much deeper
relationship that would be impossible otherwise [20, 63], as it might be risky to
assume a partner’s intention of staying faithful without the commitment of mar-
riage. Though suggestive, this simplistic view of marriage also reveals some of the
simplifications of the model. A marriage is indeed a commitment between part-
ners. However, it is also a signal to the social group of the partners? cohesion with
the group, and a signal that each partner sends to himself or herself, validating the
choice of staying in the relationship.

A contract is another popular kind of commitment, e.g. for an apartment lease
[20]. When it is risky to assume another agent’s intention of being cooperative,
arranging an appropriate contract provides incentives for cooperation. However,
for example in accommodation rental, a contract is not necessary when the
cooperative intention is of high certainty, e.g. when the business affair is between
close friends or relatives.

Having said this, arranging a commitment deal can be useful to encourage
cooperation whenever intention recognition is difficult, or cannot be performed
with sufficiently high certainty. On the other hand, arranging commitments is not
free, and requires a specific capacity to set it up within a reasonable cost (for the
agent to actually benefit from it) [62, 63]—therefore it should be avoided when
opportune. In the case of marriage, partners sometimes choose to stay together
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without an official commitment when it might be too costly (e.g., it could be
against parents’ or families’ wish, or it may need to be in secret because of their
jobs) and/or they strongly trust each other’s faithfulness (e.g., because of emo-
tional attachment [19, 20]). In short, a combination of the two strategies, those of
commitment and of intention recognition, seems unavoidable. Nevertheless,
intention recognition without actual commitment can be enhanced by costly
engagement gifts, in support of sexual selection and attachment [39, 60]. Fur-
thermore, social emotions can act as ersatz commitment [19].

Here, we start from the model [33] of commitment formation (described in the
previous section), characterized by two key parameters: a punishment cost of
failing commitment imposed on either side of a commitment deal, and the cost of
managing it. On top of that model, again using EGT, we show that combining
intention recognition and commitment strategies in a reasonable way can lead to
the emergence of improved cooperation, not able to be achieved solely by either
strategy. Our study seeks what is a reasonable combination of commitment and
intention recognition.

We shall do so in the setting of the Prisoner’s Dilemma (PD). It will be seen
from our model that, in most of the cases, there is a wide range of combination of
the intention recognition and commitment strategies, which leads to a strategy that
performs better than either strategy solely—in the sense that the population spends
more time in the homogeneous state of agents using that strategy [40, 47]. Our
results suggest that, if one can recognize intentions of others with high enough
confidence or certainty, one should rely more on it, especially when it is difficult to
reach to a conceivably strong commitment deal. It helps to avoid the unnecessary
cost of arranging and managing the deal. That is, in a transparent world where
people have nothing to hide from each other, contracts are unnecessary.

On the other hand, when intention recognition with high precision is difficult
(due to, e.g. environment noise, agents have great incentives to hide intentions, or
there is not enough observed actions), one should rely more on the commitment
strategy, particularly if a reasonable deal can be envisaged.

4.1 A Minimal Model Combining Intention Recognition
and Commitment

We provide a new strategy, IRCOM, which combines the two strategies, those of
intention recognition and commitment. In an interaction, IRCOM recognizes the
intention (cooperates or defects) of its co-player [30]. A confidence level, cl, is
assigned to the recognition result. It defines the degree of confidence (here in terms
of probability) that IRCOM predicts the co-player’s intention correctly.

Note that in AI the problem of intention recognition has been paid much
attention for several decades, and the main stream is that of probabilistic
approaches [2, 6, 10, 12, 41]. They tackle the problem by assigning probabilities to
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conceivable intentions (conditional on the current observations), based on which
the intentions are ranked. Similarly to [2, 6, 28], in our model, a degree of con-
fidence, cl, in terms of a probability measure, is assigned to intentions.

In general, cl follows some probability distribution. As in a real intention
recognition problem, the distribution should depend on the intention recognition
method at work (how efficient it is), the environment IRCOM lives in (is it sup-
portive for gathering relevant information for the recognition process, e.g.
observability of co-players’ direct and indirect interactions, perception noise,
population structure), etc. For example, we can consider different distributions
satisfying that the longer IRCOM survives, the more precisely or confidently it
performs intention recognition; or, considering the repeated interaction setting in
the framework of the iterated PD, the more IRCOM interacts with its co-player, the
better it can recognize the co-player’s intention (see intention recognition models
for the iterated PD in [30–32]).

We model cl by a continuous random variable X with probability density
function f ðx;UÞ, where U is a vector characterizing the factors that might influ-
ence cl, including the efficiency of the intention recognition model at work, the
environmental factors (e.g., noise, population structure), and the interaction setting
(repeated, one-shot, etc.).

If IRCOM is confident enough about the intention recognition process and
result, that is cl is greater than a given, so-called, confidence threshold h 2 ½0; 1�,
then in the current interaction IRCOM cooperates if the recognized intention of the
co-player is to cooperate, and defects otherwise. The prediction is wrong with
probability ð1� clÞ. For simplicity, we assume that the prediction is a (continuous)
random variable, Y , uniformly distributed in ½0; 1�. Hence, the probability that
IRCOM utilizes intention recognition, but with an incorrect and correct prediction,
respectively, can be written as joint probability distributions [25, 36].

If cl� h, i.e. IRCOM is not confident enough about its intention prediction, it
behaves the same as COM_C (see above). The greater h is, the more cautious
IRCOM is about its intention recognition result. Obviously, if h ¼ 1, IRCOM
behaves identically to COM_C ; and if h ¼ 0, IRCOM behaves identically to a
(pure) intention recognizer [30, 31].

We now replace COM_C with IRCOM, considering a population of four
strategies, IRCOM, C, D, and D_COM. For the row player, the (average) payoff
matrix reads M ¼ hM1 þM2, where M2 is the payoff matrix when IRCOM utilizes
the intention recognition strategy, i.e. in the case cl [ h. To derive M2, we con-
sider the case that cl has a uniform distribution in the interval ½0; 1�, i.e. f ðx;UÞ ¼
1 for x 2 ½0; 1� and 0 otherwise.

The main subject of our published analysis is to address, given the payoff
entries of the PD, and the parameters of the commitment deal IRCOM can man-
age, how confident about the intention recognition result IRCOM should be in
order to make a decision, without relying on the commitment proposing strategy.
That is, if there is an optimal value of h for an IRCOM to gain greatest net benefit.

The results show that, whenever the intention recognition model is efficient
enough, the intention recognition strategy solely (i.e. IRCOM with h ¼ 0)
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performs quite well, complying with the results obtained in [30–32], where con-
crete intention recognition models are deployed.

However, when a quite strong commitment deal can be envisaged, arranging it
can still glean some evolutionary advantage. But in case only weak commitment
deals can be arranged, it is then more beneficial to rely, even exclusively, on the
intention recognition strategy, should it be efficient enough.

4.2 Discussion

A general implication of our analysis is that an appropriate combination of the two
strategies of commitment and intention recognition often leads to a strategy that
performs better than either one solely. It is advantageous to rely on the intention
recognition strategy (when reaching sufficiently high confidence about its result)
because it helps to avoid the cost of arranging and managing commitment deals,
especially when no strong deals can be arranged or envisaged.

This result has a similar implication to that obtained in [50], where the authors
show that overconfidence might give evolutionary advantage to its holders. In our
model, an IRCOM can gain extra net benefit if it is a little overconfident (that is,
when using sufficiently small h), taking risk to rely on intention recognition result
instead of arranging some commitment deal. Differently, because in our model
IRCOM is further guaranteed by an efficient strategy of commitment, being over-
overconfident (that is, using too small h) and relying exclusively on intention
recognition might prevent it from opportunely gaining benefit from the commit-
ment strategy—especially in case the intention recognition model at work is not
efficient. It said, the performance of overconfident individuals [50] can be
enhanced by relying on the commitment strategy when they need to muster overly
high courage (say, in order to decide to claim some resource).

In the framework where intention recognition is difficult and of high risk, for
example, climate change negotiation [59, 79, 86], military setting—comprising a
lot of bluffing [53, 91]—and international relationships [55], our model suggests
arranging a strong commitment deal.

4.3 Conclusions

Assume simply that we are given an intention recognition method, that affords us a
degree of confidence distribution cl about its predictions, with regard to the
intentions of others, and hence their future actions, typically on the basis of their
seen actions and surrounding historical and present circumstances. Assume too
some commitment model is given us about providing mutual assurances, and
involving an initial cost and a penalty for defaulting.
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We have shown how to combine together one such general intention recogni-
tion method, with a specific commitment model defined for playing the Prisoner’s
Dilemma (PD), in the setting of Evolutionary Game Theory (EGT), by means of a
single payoff matrix extended with a new kind of player, IRCOM, which chooses
whether to go by the result of its intention recognition method about a co-player’s
next move, or to play by the commitment strategy, depending on whether its level
of confidence on the intention prediction cl exceeds or not some a given confi-
dence threshold h. Our results indicate that IRCOM is selected by evolution for a
broad range of parameters and confidence thresholds.

Then we have studied, for a variety of cl and h, in the context of PD in EGT,
how IRCOM performs in the presence of other well-known non-committing
strategies (always cooperate, C, and always defect, D) – plus the strategy that
commits when being asked to, but always defects, D_COM. Analytical and sim-
ulation results show under which circumstances, for different cl and h, and distinct
management and punishment costs, e and d, does the new combined strategy
IRCOM prove advantageous and to what degree. And does indeed, IRCOM proves
to be adaptably advantageous over those other just mentioned strategies and in all
circumstances from a quite small confidence level onwards.

Much remains to be done with respect to further consideration of combining the
two strategies of intention recognition and commitment. The two go often toge-
ther, and not just in the basic way we have examined. Actually they are two sides
of one same coin, one side being an attempt to identify an intention, the other
being the manifestation of an intention. For one, we only considered the case
where intention recognition comes first in order to decide on a commitment pro-
posal. But, in general, once a commitment is made, intention recognition is a
paramount method to follow up on whether the commitment will be honoured, on
the basis of detecting or otherwise not the intermediate actions leading up to
commitment fulfillment. Furthermore, the information about commitments can be
used to enhance intention recognition itself.

It seems to us that intention recognition, and its use in the scope of commitment,
is a foundational cornerstone where we should begin at, naturally followed by the
capacity to establish and honour commitments, as a tool towards the successive
construction of collective intentions and social organization [92, 93]. Finally, one
hopes that understanding these capabilities can be useful in the design of efficient
self-organized and distributed engineering applications [7], from bio- and socio-
inspired computational algorithms, to swarms of autonomous robotic agents.

5 Coda

Evolutionary Psychology and Evolutionary Game Theory provide a theoretical and
experimental framework for the study of social exchanges.

Recognition of someone’s intentions, which may include imagining the rec-
ognition others have of our own intentions, and may comprise not just some error
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tolerance, but also a penalty for unfulfilled commitment, can lead to evolutionary
stable win/win equilibriums within groups of individuals, and perhaps amongst
groups. The recognition and the manifestation of intentions, plus the assumption of
commitment—even whilst paying a cost for putting it in place—, are all facili-
tators in that respect, each of them singly and, above all, in collusion.

What is more, by means of joint objectives under commitment, one might
promote the inclusion of heretofore separate groups into more global ones. The
overcoming of intolerance shall benefit from both levels of manifest interaction—
individual and group-wise.

We have argued that the study of these issues, of minds as evolving machines,
has come of age and is ripe with research opportunities—including epistemolog-
ical—and have communicated in some detail here some of the inroads we have
explored, and have pointed to the much more detailed published results of what we
have achieved, with respect to intention recognition, commitment, and mutual
tolerance, within the overarching evolutionary game theory context.

The work of many other authors has also been emphasized and been given
references, so the interested reader may easily begin to delve into this fascinating
area, and follow up on its very active ongoing exploration and applications potential.
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